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ABSTRACT

AHSAT-NA is preparing a new class of s a t -
e l l i t e . Intended for low earth orbit
(LEO). w’nicroSatW will bring a new level
of performance and f l e x i b i l i t y  t o the
eatell i te user community.

HicroSat embodies bold advances in 1 ow-
cost sa te l l i t e engineering. A new ap-
proach to satellite flight computer design
was required  to attain mission objectives:
l o w  pouerr low cost, small volume and
mass, high performance, high r e l i ab i l i t y .
f l e x i b i l i t y . significant mass data storage
capability and high speed I/O.

This paper focuses on the design of the
flight computer hardware and outlines some
o f  i ts  capabi l i t ies .

INTRODUCTION

The first planned launch of th8 MicroSat
series is scheduled in early 1989 aboard
an ESA Ariane-4  rocket. A total of four
(4) MicroSats  are scheduled  to be aboard:
two (2) uill be PACSAT missions f 11. one
(1) Will be a Speech synthesizer for edu-
cational use (DOVE) and one (1) uill be a
CCD camera experiment.

AMSAT. with support from TAP& Weber State
Co1 lege (Utah). AHSAT-LU  (Argentina) and
BRAMSAT (Brazil).  is designing and build-
ina these s a t e l l i t e s  o n  a fast-paced
schedule. First proposed in late 1987.
there wi l l have been approximately one
year elapsed time from concept to launch!

For the authors- it is reminiscent of t h e

UoSAT/OSCAR-11 Digital Communications
Experiment (DCE)  schedule. The OSCAR 11
mission was prOpOS8d  in late July. 1983.
and de1 ivered to NASA for l a u n c h  i n
January. 1984 (and launched March 1.
1984)!  121

The PACSAT mission spacecraft will have
f ive 2m uplink channels  and one 70 cm
down1 ink channel. The modulation tech-
niques will be fully compatible with FUJI/
OSCAR-12 -- 1200 baud Manchester data fed
to a standard 2m FM radio for the uplink
and 1200 baud PSK data returned on the
down1 ink. Eight (8) megabytes of message
storage will be available on each PACSAT.
Other data rates and modulation methods
may a l so  be  expe r imented  u i th  v i a  in-
flight hardware reconfiguration.

GENERAL DESCRIPTION

A typical I¶icroSat occupies a cube about 9
inches on a side. The CPU module occupies
a slice about l-1/2 inches thick. The CPU
power budget is only 1.5 watts.

The CPU module occupies two (2) PC boards
and provides the following resources to
the satellite:

Six (6) serial I/O ports capable of
multiple protocols.

Six (6) channels of manchester decod-
ing in the receive signal paths (five
standard user and one special pur-
pose ) .

One (1) serial I/O port dedicated to
telemetry gathering and control of
th8 Various spacecraft modules. ex-
periments and systems.

Six (6) DMA channels.

256k b y t e s of error detecting and
correcting (EDAC)  memory.

Two (2) megabytes of RAM organized as
four (4) 512k byte banks with dual-
port access. .

Eight (8) megabytes of RAM organized
as a serial-access pseudo-disk.

One eight-bit A/D for analog signal
measurement.

Reference voltage for telemetry sys-
tems throughout the spacecraft.

Eight (8) I/O ports mapped for exter-
nal experiment support.

Watchdog timer to automatically reset
the CPU upon detec t ion  o f  a CPU
crash.

Ground control reset capab i l i t y  in
case a l l  e lse  fa i ls .

SPECIAL FEATURES

The CPU module utilizes CMOS logic and
CMOS LSI chips throughout. It employ8 a
true multitasking kernel and takes advan-
tage of a reduced power wait state when
the task scheduler al lows. TO reduce
volume requirmeents. surface mount techno-
logy (SMT) ICs are used where available.
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The microprocessor s e l e c t e d  i s t h e  N E C
70208 W40)  CMOS integrated device. This
IC conta ins  a superaet  o f  the Inte l 8088
microprocessor ( including added i n s t r u c -
t ions  and  reduced  cyc le  t imes  fo r  a g iven
c lock  speed )  a long  wi th  severa l  per iphera l
f u n c t i o n s The on-chip p e r i p h e r a l s
inc lude : c l o c k  g e n e r a t o r :  f o u r  (4) c h a n n e l
D M A  c o n t r o l l e r (710710compatible): UART
(8251-compatible subset)  5 three (3)
s i x t e e n - b i t programmable timer/counters
(8254-compatible):  e i g h t  (8)  i n p u t p r i o r -
i t y i n t e r r u p t c o n t r o l l e r (82590compat-
ible); programmable wait-state generator
and  bus  inter face  log ic/dr ivers .

Add i t iona l D M A  s u p p o r t  i s  p r o v i d e d  b y  a
NEC 71071. a high-performance cnos four
(4) c h a n n e l  D M A  c o n t r o l l e r .  I n conj unc-
t i o n with  the  V40 CPU.  and  a l lowing f o r
the various modes and features used in the
s y s t e m .  a t o t a l  o f  s i x (6) ueab 1 e DMA
channe ls  resu l t .

S e r i a l I/O (72001)  c h i p s  a r e a l s o from
NEC. These d e v i c e s  a r e  s i m i l a r  t o the
Zi log 285C30 SCCs u s e d  i n some Amateur
packet  applicatione.  but  prov ide  a number
o f  i n t e r e s t i n g  b e n e f i t s . The most impor-
t a n t  o n e s  a r e  (a1 a b i l i t y  t o  i n t e r f a c e  t o
the V40 and 71071 with a reasonable amount
o f  d i screte  log ic  g lue  and  (b) independent
programmable baud rate generators for each
transmit and receive channel.

A Harris 2k byte CMOS fusible- l ink PROM is
used f o r bootetrap memory. A  s m a l l e r
vers ion of this same device was s u c c e s s -
fully employed for the same purpose in the
UoSAT DCE.

EDAC

The EDAC memory posed an interesting chal-
lenge. This type of memory is necessary
to  s tore  program code .  vectors  and  certa in
data that cannot be a l  lowed to become
corrupted  due  to  rad iat ion  e f fects .

The UoSAT  DCE has  16k bytes  o f  EDAC pro-
tee ted memory. The authore p r o p o s e d  a
whopping 64k bytes of EDAC f o r MicroSat
based on the availabil ity of 64k by 1 CMOS
memory chips . Sure ly . t h i s s h o u l d  b e
enough memory for such a small  satel l ite!

However. t h e  s o f t w a r e  c o d e r s had other
ideas and made it abundantly clear that at
least 128k bytes of EDAC memory was needed
and even more would be desirable.

The  prob lem. a8 with most things in t h i s
reject. i s  t h a t  t h e r e  j u s t  i s n ’ t  m u c h  P C
board area  to  c ram KS onto . and insuf-
f icient volume to easily stack more than
t h r e e  P C  b o a r d s  i n t o . The EDAC memory
ut i l i zes  twe lve  (12)  memory  chips  to save
enough informati,,on  to recover from a one-
b i t  e r r o r  i n  e a c h  e i g h t - b i t  b y t e .

Fortunate ly . 256k by 1 CMOS s t a t i c RAMS
became a v a i l a b l e  i n  v e r y  l i m i t e d q u a n t i -
t ies by June of 1988. T h e  s p e c i f i c a t i o n s

f o r t h e  c h i p s  w e r e  d i s c o u r a g i n g  - they
would apparent ly r e q u i r e  a tremendous
amount of  power  whi le o p e r a t i o n a l . The
pr ice  was  on ly  s l i ght ly  more  int imidat ing .
Measurements. however. ind icated power
consumption w o u l d  b e  mianageable  i n t h i s
a p p l i c a t i o n . Successful operation of the
wire wrap prototype running a program from
the EDAC memory in early August of 1988
confirmed t h e  e a r l i e r power consumption
measurements.

Twe 1 ve Hitachi  6207 256k x 1 KS are em-
ployed as the storage elements in the EDAC
memory a r r a y . with a combination of 74AC
and  74HC log ic  to  prov ide  bu f fe r ing . s y n -
drome encoding and decoding. and detected
e r r o r logg ing . This memory occupies the
lowest l/4 m e g a b y t e  o f  t h e V 4 0  a d d r e s s
space .

OTHER MEMORY

OSCAR 11% DCE demonstrated that conven-
t ional static CMOS bytewide RAMS would
p e r f o r m  s a t i s f a c t o r i l y  i n  l o w  e a r t h o r b i t
133. Such memory requires software protec-
t i o n s c h e m e s  t o detect and e r r o r s  i n
s t o r e d data . They are unsuited for p r o -
gram storage.

In t h e  MicroSat  C P U  a d d r e s s space . the
middle l/2 m e g a b y t e  isI f i l l e d with such
memory. A  tota l  o f  two  (2)  megabytes a r e
located on the CPU main PC board. organ-
i z e d  a s f o u r  (4) b a n k s  o f l/2 m e g a b y t e
each. Each bank is under control of the
CPU and can be independently powered on or
o f f . se1 ec ted for  access  by  the C P U  o r
se lected  fo r  access by  an  externa l  exper i -
ment. This “dua 1 port ing” arrangement
a l lows  externa l  dev ices  ( such  as the  We.ber
S t a t e C C D  c a m e r a )  t o have high-speed
access to memory for storage or r e t r i e v a l
of data as well  as communication with the
CPU. I t  a l so  protects  the  CPU buses from

any sort  o f  ma l funct ion  by the externa l
dev ice .

S ince the  CPU contro ls  the  spacecra f t  as
w e l l  a s manages the experiments. CPU
hea l th is paramount to mission success .
Hence. the  dua l  port arrangement rather
than allowing experiment access d i r e c t l y
to  the  CPU’s  buses .

MASS STORAGE

It  was  determined  that  a  tota l  o f  two (2)
megabytes of non-EDAC RAM is i n s u f f i c i e n t
t o support a PACSAT mission. e s p e c i a l l y
when second-generation missions are flown
with higher data r a t e rad io channels.
Speeds o f  5 6  kilobits p e r  s e c o n d  a r e  e n -
v i s ioned in  the  near  future  fo r PACSATs.
and higher d a t a  r a t e s soon t h e r e a f t e r .
For t h i s reason. add i t iona l memory  i s
requ i red .

On the other hand. many MicroSat mission8

m=Y not require large amounts of memory.
in which caee the bank-switched two (2)
megabytes w i l l s u f f i c e . At a review
meeting i n  B o u l d e r .  Colorador  i n  J u n e  o f
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1988, WA40NG  sugges ted  a  se r i a l - acce88
mechanism be employed to a l l o w  a low- ,
power l high capacity data atorage device
to be built on a separate PC board. Thi8
idea was adopted.

The mass storage board contains program-
mable address counters that may be written
and read by the CPU. A 240bit address bus
i s employed on the unit, allowing up to
sixteen (161 megabytes of storage.
Present chip8 limit this to 8 megabytea,
but by mid-1989 it should be possible to
build a 280bit  addre88  bus unit (256 mega-
bytes!) with at least 32 megabyte8 POPU-
lated on the same size card!

The entire  mass storage unit occupies
eight (81 bytes of 110 space in the V40
address map. The address counter is auto-
incremented following every memory read or
urite, so block move instructions may be
employed to rapidly move chunk8 of data
between mass storage and directly addres-
sable CPU memory.

Di¶A

In  order to provide capacity f o r  high-
speed data 1 ink89 DMA technique8 are
employed in the CPU between the V40 and
the 72001 serial I/O devices. Under DMA,
the CPU ha8 only to set up the DMA con-
troller and serial I/O chip* then go on to
other tasks. After the data is sent  o r
receivedr the CPU wi l l  be interrupted.
This greatly reduce8 the processing power
needed to manage communications and allow8
for very rapid data link rate8 on multiple
channels.

GENERAL LOGIC

Final ly, it should be noted that program-
mable logic devices are not u t i l i z e d  i n
the CPU design. Currently available CMOS
dev i ce8 are either EPROM or EEPROM based
(and thu8 susceptible to radiation damage)
or too slow (Harris fusible link PAL&.
RAM based device8 (Xilinx) are under
investigation for future generations of
MicroSats, but appear inappropriate for
the present. Bipolar devices consume far
too much power.

In 0 rder to achieve the requ i red speed8
with unknown capacitive 1 Oad8 9 AC 1 ogic i s

generally employed. HC logic was u8ed in
the OSCAR-11 DCE snd has performed well.
AC logic will get its shakedown with the
f i r s t  MicroSats. The designers of the CPU
think that the ground bounce spike8 made
famous by the designers of al ternat ive
pinout logic will not be a problem since
such transients have plenty of t ime to
subside at the relatively slow bus speed
of the MicroSat  CPU.

CONCLUSION

MicroSat  p rov ides  a  low cos t  spacec ra f t
bus upon which various experiments may be
flown. PACSATs  wi l l  occupy tuo of the
fir& four MicroSats. The MicroSat  CPU is
flexible and powerful, allowing aignifi-
cant growth in future mission capability
without redesign.

It i8 the authors’  hope that. uith the
successful launch of the first cluster of
MicroSat8, Amateur packet radio networking
will take another giant step forward.
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