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) Over the last year, AMRAD has been continuing
it's work on the devel opment of packet switch
hardware and software. Qur progress has been
sl ower than we had hoped, due to our interests_in
other projects, such as spread spectrum The
hardware portion of our packet swtch has nade
better progress than the software. Over the next
year we hope to make nore progress in software
devel opnent . What follows is a brief description
of what | think have been some significant
advances over the last year, along with sone of ny
current thinking in packet network devel opnent.

Packet RF Devel opnent

) Since |ast year there has been sone novenent
in packet RF hardware. No longer is 1200 bps the
fastest speed generally available. Kantronics has

been shi ppi aﬂg‘ their 2400 bps packet boards (KPC-
2400) for a while now. Wi le this system has net
with sonewhat mxed reviews by the packet

conmuni t?/, it does represent an advance in
RF technol ogy.

AEA announced at Dayton their new 220 mHz
9600 bps RF Modent Radi o. his unit is designed to
be used either as a voice radio (wth included
m crophone) or as a 9600 bps RF nodem for packet
wor K. Oné nice result of this is that voice
operation can be used to align the RF path and
test the units out, then switched to data node for
norma 1 operation. As of this witing, I am not
aware of any units actually shipped by AEA, but |
guess they will be shipping soon.

Anot her  hi gh-s_[peed packet rig has been
announced by GB. heir radio also operates on
220 mHz, but can go 19,200 bps, or twice the AEA
speed. Initial shi pments have been made to
several beta test sites so far, when the results
of these test sites cone in, | would expect these
radi os to becone avail abl e.

| should point out that both of the above
mentioned radios will be relatively expensive
initially. In addition, it should be pointed out
that both units operate on 220 mHz. It seens just
as the equipnent I's becomng available, the FCC is
considering elimnating enough of the 220 mHz band
to render these radios useless. The Anmat eur
packet community should redouble our efforts to
ersuade the F that we NEED these frequencies
or digital conmunications. If we |ose a large
portion of 220 mHz, | feel our next |ogical
frequenc for bU|Id|n%/b a network will
iyl st
t

realistica % be 900 mHz. of the population
centers of e U S already have a large portion

of our 420-450 mHz allocation used, Wwith even
nore_ pressure bei ng gl aced on it if some of 220
mHz is lost. The 900 mHz band can be considered
m crowave, requiring paths to be |ine-of-sight,
nmeki ng network devel opnent even nore difficult.

) Another effort is being made in Atlanta that
is even nore anbitious. An amateur of some repute
in Atlanta has devel oped a board-set that (when
assenmbled) will run at 56 kbps. This is designed
to create the digitally-nmodul ated RF at a 29 mHz
I'F, which is then transverted to the band to be
used. ~ Sone of these boards are being sent _out
now, with testing to be done in the field. This
is a potentially exciting devel opment, providing

it does operate cleanly and efficiently. =~ (ne note
on this is that there have been sone 6roIE)tI’em
ps.

etting a TNG-2 to operate reliably at ]
%f this is true, the shoe is on the other foot, in
that the RF hardware signalling speed has
surpassed the digital hardware capability!
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There is also some nmovenment on HF packet
operation. There is a new noverment afoot by the
ARRL and others to try higher speeds on HF using
minimumrshift-keyin MSK) modulation. The ARRL
has asked for an STA for testing these newer HF
si gnal Ling techniques. This wil 1 allow higher=-
speed BBS interlinking over |ong distances.

It appears that there has been npvement over
the last year in the RF portion of packet radio.
Hopefully this trend will continue, wth other
manufacturers also junping into the field. M
other hope is that the RF systens that do cone
into being becone conpatible with each other. W
do not need inconpatible RF radios trying to
inter-operate.

Packet Digital Hardware

Wth the proliferation of PC clones in the
| ast year, the those working on devel oping the
Amat eur Packet network have been nigrating toward
the 1BMPC and clones. At this point, mpst of the
work being done is on the PC. Two of the boards
becoming available to support this work are the
PC-100 from Pat-Comm and the Eagle RS-232 board.

PC- 100 _From Pac-Comm

The PC-100 from Pat-Comm is an 8530
packet board for the PC that | designed over a
vear ago. It has an 8530 Serial Communications
Controller (scc) on it, which drives either an RS-
232 connector, or on-board modems. The board is a

hal f-slot size, and plugs into the PC bus. It can
provide two different channels of packet
operation, and nore than one board can be chai ned
together, allowing a switch (or user for that

matter) to have many RF inputs. We in AMRAD have
had versions of this board running (sending and
receiving frames) for over a year now, so we feel
it will contribute a lot to packet devel opnent.
The PC-100 should be available from Pat-Comm Real
Soon Now (RSN).

The latest version of the PC 100 uses
one 7910 world-chip nodem, and optionally a TCM-
3105 CMOS nodem The following is the port map of
the standard PC 100:

200-

203 hex Modem Control Latch.

204 hex 8530 SCC Channel B Control Port.
205 hex 8530 SCC Channel B Data Port.

206 hex 8530 SCC Channel A Control Port.
%878 hex 8530 SCC Channel A Data Port.

20B hex Interrupt Acknow edge Strobe Port.

Bits O-3 of the Modem control ort set
the various operating modes of the 79 10 npdem
chip, while bits 4, 5 and 6 control the TCM 3105
nodem chi p.

One of the changes Pat-Comrhas made is
to use an external (to the SCC) oscillator for
serial clock generation. This allows them to use
the now famTiar external divide-by-32 circuit
from the still-born AVRAD PAD dawfy), meki ng full-
dupl ex operation much better. Unfortunately, this
al so makes the PC-100 sonetines inoperable with PC
clones in turbo node.

The problem with turbo-node clones is
that the clock signal driving the clock input to
the 8530 is not synchronous with the host U, and
NOT FAST . The 8530 requires the PCLK
(clock) input to be at |east 90 percent of the CPU
cl ock speed for proper operation. A PC running at
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4.77 mHz does allow the 8530 time _to cycle
properl , but when running a clone at 7 mHz (for
exanpl e3, the 8530 no |onger has enough time to
function prozerlg/ with the CPU. The standard PC-
100 uses a 4.9152 mHz oscillator . with faster
clocks and higher speed parts' optionally
avai | abl e. Thi's Gfptl onal speed-up throws the
roblemin the software designers |ap (which
toa)rd, what baud-rate divider nunbers to use?
etc).

. . The PC-100 is interrupt-driven onl_¥.
The original PC- 100 used pin IRQ3 standard, with
g’lunpers to optionally nmove the interrupt to other
ardware vectors.

Eagl e RS-232 Board

_ Anot her board has recently
avaj lable to the Amateur packet community = Wen
Eagl e conputers folded, a conpany In CaTifornia
apparent|y bought up a large portion of Eagle's
equi.pment : Eagl e had designed a RS 232 serial
board for their PC conpatible conputer that uses
the 8530 SCC chip. Someone found out these were
avai | able, and the rush was on.  This conpany
qui ckl'y sold thier stock of functional boards t0
Amat eur's _hungry for devel opnent tools. Several of
us in AVRAD were fortunate enough to obtain one or
nore of these boards, and as far as | am aware, we
were the first to get the board to successfully
send and receive packets on the air.

The Eagle board is somewhat simlar to
an RS-232 version of my 8530 board. It provides
two _channels of serial data flow, with both being
RS- 232. The SCC chip can operate in either
interrupt node, or can use DMA with the PC (unlike
the Pc-100, which is interrupt-driven onfdy)
Since there are no nodens, one nust be provi ded
external ly. There are two "gotchas" wWith the
Eagle board. Fist of all, the interrupt channel
used is the same one nornal 13 used by the hard-
di sk controller. Secondly, TxD and RxD on the DB-

for one of the channels are backwards from
"normal " (if there is a normal in RS-232). Aside
fromthese two glitches the Eagl e board _does
| ndeed operate on packet with an I BM PC. There
has been enough interest in these Eagle boar ds
that the conpany that purchased the rights to them
I's considering making nore of these boards.

The port mif;iing for an unnodified Eagle
RS-232 board is as follows:
300 hex 8530 SCC Channel B Control Port.
301 hex 8530 SCC Channel B Data Port.
302 hex 8530 SCC Channel A Control Port
303 hex 8530 SCC Channel A Data Por
304 hex Board Control Latch Port.
The Control Latch port is broken down as
foll ows:
Bit 0 DVA ONLY...SCC *CTL/DATA, 1 = Data.
Bit 1 DMA ONLY... SCC Channel, 1 = Ch, B.
Bit 2 DMA Qperation Gate, O = Non- DVA.
Bit 3 Interrupt Enable, 1 = Int Eanbled
Bit 4 INTACK pin Strobe.

) The Eagle board also uses an external
oscillator for baud-rate generation. However? it
does NOT have the divide-by-32 circuit required
for proper full-duplex operation. The standard
frequency used on the Eagle board is 3.6864 mHz,
Since nost of the conpgnents on the Eagle board
are NOT socketed, speeding itupmay be nuch nore
difficult, making this board harder to use with a
clone In turbo-node.

-1t would be nice to use the DMA
capability of the Eagle board with the PC but
that probably won't be done nuch for the same
reason_| didn"t de3|§n DMA capability onto the PC-
100.  The PC bus onIy allows for a“total of four
hal f - dupl ex DVMA channels. O these, one is tied
up doing dynam c RAM refresh, and one each is
assigned to” the hard and “Ony di sk controllers,
This“only leaves a si n(tgle_ha “dupl ex DMA channel
for us to use (wthout time-sharing the othﬁrs,
which could be a software nightmare). Bot

board and the Eagle board support two’ channels o
operation, both of which are potentially full-
dupl ex. In order to support these “boards
properly, four DMA channels per board are
required.” " Since we only have one-fourth of that
available, | decided’not to use DVA at all.
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Trying to decide which channel would have the DMA
versus the others would be tog conplicated wth
barely mninmal_inprovenent in operation. In
additi‘on, the PC bus has left out at |east one
crucial signal whi ch prevents l;:Iam ng DVA
control |l ers Tanywhere except the not herboard (at
| east without serious Kkludging).

At this point, the rest of the hardware bein
used for switch devel opnent i s based on the P
clones that have taken over the hobby computer
market. W\ are working with standard PC O one
not herboards, O one power supplies, clone flopp
disk controllers V\ntg ei t her 5.5 inch or 5 25 |_ncK
drives, and a small sized hard disk. The floppies
are pf anned to be used for loading new code or
data,  or for |ocal diagnostic and nmai ntenance
functions, while the hard-disk will be used for
on-line data backup, wth the actual data stored
in memory. At first the swtch software will be
left in menory, but plans are that once it
stabilizes, the code wl f be | oaded into EPROM
along with a ROM sanity nonitor and boot |oader.
Thi s“boot | oader will "be capable of |oading new
code into RAMeither fromthe disk drives or
through a sinple AX. 25 LINK LEVEL ONLY connecti on.

The PC packet hardware being worked with so
ar has been both the PC-100 and the Eagle board,

—

with both operating using the sanme basic” software.
As the switch conplexity develops, more attention
w |l have to be paid the individual packet

(2]

0
hannel s. | amguessing this will lead to a new
board that will plfug into the PC bus and use a DVA
channel to comunicate with the PC.  On this board
will be a conplete conputer system supporting the
packet channel s uP to the Li'nk Layer, andthen

assing the packets to the host PC for higher-
ayer processing as necessary.

Oher 16.Bit_Digital Hardware

Rumor has it that a group of Amateurs in
Sout hern California have developed a new Network
Node Controller (NNC) (read sw tch) based on
si xteen-bit technolo %/ They are using the Intel
80186 CPU with al statiC . The packet
channel s will be supported with our good ofd 8530
. of which there are at least two, and [ think
there will be up to three. Each 8530 will be
using DVA for all four OReratlons (Tx and Rx for
both” channel s), which should allow for higher-
speed operation. Needless to say these boards are
eagerly awaited. The last | heard is that they
aré nearing beta-test shipment.

Ei ght-Bit NetworKking

) . The last vear has seen interest in the
eight-bit world alnmost conpletely dry up. Wth
the cost of PC clones com ng down,” virtually

everyone working on network devel opment has
abandoned the eight-bit. si’stems (some out of
necle)ssn?/, you can only fil 1 a five-pound bag so

ful am afraid the Xerox 820 and the TAPR™NNC
are two casulties of this sudden swing. | don't
think TAPR is going to be doing nuch about the NNC
in the future, "and “few people are planning to work
on the 820 any |onger, except as individual user
stations or packet BBS systens.

. The one area where this is not true is
surprisingly the TNC-2, and it's various clones
and sem-clones. \Wen it comes to these devices,
there are two opposite trends happening over the
| ast %/_ear. he first is to provide nore
sophi sficated software inside the TNG2, both for
t he r<]and- user and
sw tch,

tc
which turns the TNG-2 into a single
switch., In order to operate a d
acket switch, two TNG-2 s are
ack. Also, once a TNG-2 Is used w
can no |onger be used as a TNC,
support for both operations.

~ In the sanme vain, the wvirtual-circuit
networking crowd is still planning to provide ALL
end-user networking within the N(:-z. Thi's way
the Amateur packeteer does not need an | BM PC or
clone just to gain access to the network. In
addition, the Virtual-circuit crowd is still
?I anning to base a sinple VC switch on the TNG 2
or re§| ons that do not require the horsepower of
a PCclone, simlar to what Howie Coldstein, N2WX
showed at the Conference |ast year.
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At the opposite extreme we have the
TCP/ I P crowd. They are taking the TNC-2 and
%utt!ng out all of the AX 25 and user interface,
eaving behind what they call the "KISS TNC". The
reasoning behind this is that their protocol
sof tware %arely runs on a PC, it does not run on a
TNC- 2. They are running packets using unconnected
Link Level frames (using only U franmes) with the
datagram information packed into the Information
fiel g of the U frame. They rel y on the Transport
Layer (in this case TCP) to zandle ALL error
recovery. This "Keep-It-Sinple-Stupid" operation
allows the PC software to handle all aspects of
packeting, except actually generating the envel '(\Jlge
around the datagram which is left to the TNC
along with gaining access to the RF channel. The
datagramm es feel this provides nuch nore
flexibility, since they can now run unconnected
datagram _service at both the link AND_network
layers. This author does not necessarily agree
with them and sonehow the picture of eight
Eanged-together di%fpeaters from Washington DC to
osSttom (wit 5 minuttes _and 3
di sconnects/reconnects just to say hi) starts
painfully conming into focus from the recess of ny
mnd, but that's life. A square wheel is better
than no wheel, | guess.

Packet Switch Software Devel opnent

~ VWiile others have been forgin ahead
designing and witing packet sw tches, AMRAD has
been taking a somewhat slower approach to this
task. | personally feel that for the packet
switch to work efficiently many software design
i ssues nust be decided BEFORE the first |ine of
code is witten. | have been hearing a |ot about
writing ALL code in C versus Pascal versus
Assenbler versus whatever |anguageof-the-nonth
comes _up. opinion is that there is no ONE
SINGLE answer” to the |anguage issue. There have
been two instances where a software
desi gner/programer has witten virtually all
software in a higher-level [|anguage (including
alnost all the interrupt processing). \Wen the
software didn't run fast enough, thi's progranmer
claimed the hardware was not capable of running
any faster, and the only answer was DMA operation.
In" fact, the hardware could run MUCH faster if the
interrupt Processl ng had been done in assenbler
i nst ead. he point of this is that the software
should be optinized for the task. Taking 2 years
to wite a tull switch in assenbler can be just as
bad as the above nentioned exanple.  Software
| anguage optim zation for each specific task
shoul d be done before proceedi nﬁ with that task.
In addition, sone attention should be paid on
standardi zing how tasks are supposed to
i ntercomunicate, and how shared resources are to
be requested and all ocated.

Last year | wote a paper on how | felt the
various functions of the packet switch should be
broken down. Since that paper was published, |
have felt that most of the comments nade there are
still valid, in fact | feel even stonger that the
support services should be standardized within the
swtch. We in AVMRAD have been passing around a
lot of ideas regarding switch software design, and
while not a |ot of code has been witten so far, |
feel much better about the direction we are taking
than if we had just bolted off into the ether
witing madly away.

Some of the npdules | have identified over
the last year are as follows:

Shared Resource Mdul es

SOS Switch Operating System

BQM Buf fer and Data Queue Manager.
CTM O ock and Timer Module.

ECR Error Control and Recovery.
DBI DCS and BICOS Interface nodul e.

Internal Switch Mdul es

LCI Local Console Interface.

SCC Swi tch Conmand and Control .
AUT Aut hori zati on Modul e.

UDB User Database Manager.

RDB Rout i nq_ Dat abase Manager.

RTB Round Table QOperations Manager.
PAD Packet Assembler/Disassembler

Protocol Machines

SSM Switch Session Mdul e (Layer 5).
ETM End- Poi nt Transk)/grt Module(Layer &)
NET Swi tch Network dul e (Layer g).

LI NK Switch Link Mdule (Layer 2).

LARM Li nk Address Resol ution Mdule.

PHS Physical 'Hardware Support Mbdul e.

Each of these nodules has their own distinct
function, with attendanc trade-offs in usage/size/
sEeed/corrpI exity. Therefore, | feel each nodule
should be studied fairly independantly before
deciding how it should be witten, and in what
| anguage.

Switch Operating System (SOS)

~Since the Switch Operating System is
responsi ble for almost all Inter-task

comunication, it will be used a lot. Because of
this, it should be lean and nmean and not cause
nuch additional delay 'between processes. | feel

in the long run, the SOS should be witten in
assenbly | anguage for each target processor.

) The operating system we have decided to
use is a fairly sinple one, often called the HUB
operating system Mke ODell wote a paper for
| ast years conference which describes it in nore
detail. He also wote a version of the HUB
Operating System in C, which we have had runnin
both on Xerox 820's and |BM PC's. Despite what
said above regarding assenbly |anguage, since he
already has it working in C° | think we will use
his version, at least until one of ushas timeto
re-code it in assenbler.

Buf fer and Queue Module

~The Buffer and data Queue Mdule is
responsi ble for handling both the data buffers and
the data buffer queues. Mbst of the actual switch
processing on received/transmtted data will be
done inside these data buffers. In order to
provide snmooth data buffer flow between processes,
data queues will be inplenented.

. Once again, since the Buffer and Queue
Manager is controlling a valuable shared resource,
this nodule should be optimzed for speed,
im 1yin,% assenbly Ianiguage. CGetting menory for a
data buffer froma C I'anguage heap each tine gou
need a buffer can take up a Iot of extra valuable
tine.

| have inplemented the Buffer and Queue
Manager for the IBM PC in assenbly langua ge, and
this code has been checked out and de %ugged.
Incidently, it has also been checked out and works
properly ‘when called from C routines.

Clock and Tiner Modul e

The Clock and Timer Module is
responsi bl e both for maintaining the tine-of-day
functions and the timer requests from other
modul es, such as the protocol machines. Once
again, it is a shared resource, and should
;irobably be witten in assenber, to reduce routine
atency.

We have decided both the tine-of-day and
the tiner routines should keep a linked |ist of
timer requests, with each request going in order
of time. This means only the shortest tiner
actually needs to be counfed down, and once it
expires, the requesting routine gets notified,
and the next shortest timer becomes the active
request. This method is much nore efficient than
trying to update many tinmers at each "tick" of the
system clock. We are just starting work on this
nmbdul e as of this witing.

Error Control and Recovery

The Error Control and Recovery Modul e
will be responsible for either trying to "heal"
mnor errors, or disable the swtch if nmjor
mal functions are encountered. It wll also be
responsible for accunulating totals for "soft
errors" that may occur during normal switch
operation, for fater sof tware tweaki ng. This
modul e is not really necessary at first, and can
be witten in a higher level |anguage such as C.
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DOS and BIGS interface

This module will be used to gain access
to the various hardware avail able 1n the PC
prinmarily the disk drives. It is not crucial for
switch operation at the *beginning, and will
probably be witten in a higher |evel |anguage,
such as C.

Local Console Interface

~ The Local Console Interface will be
responsible for allow ng |ocal access to the
switch elther for "tweaking" or for naintenance.
Some, formof this nodule™wi |l nost likely be
required when the switch is first activated,” but
it will probably be extpanded uBon as the need
ari ses. Once again, it could be witten in a
hi gher |evel |anguage.

Switch Conmand and Control

The Switch Conmand and Control modul e
will be responsible for interpreti n%and act1n%
upon the conmands given to it either by the Loca

nsol e Interface, or bX a packet connection to
the switch via fhe I}Jt h%ntlcat (fn Modul e.
Qobvi ouysl y some formof this nodule nmust be
operatlonai to alter operation of the switch. |t
has not been witten, and wll nost likely be
witten in a higher |evel |anguage.

Aut henti cation Mdul e

As described by Hal Fei nstegn at |ast
year's _conference, some sort of nessage
aut hentication nust be provided if the|_sﬁvm tch
internals are to be accessed via packet. I has
been working on this asgec.t of %he S\ﬁl tch over the
_Ias(t: year, with most of his effort being witten

n

User Dat abase Modul e

Tlhe_ Usetr tDat abase wil 1h become
increasin iportant as nore users show up on
the net_vwri y T[)TPS m)_gule has recelved alnost. no
attention at this point. t is not needed for
basic switch operation, but will be added at a
future date. It could be witten in a higher
| evel language.

Routi ng Dat abase

The Routing Database is used by the
Transport and Network protocol machines to gét the
proper information on nell_work onn%ctl on.routin
at call setup tinme. I's database is ver
inportant for automated network routing.
envi sion the actual database being held in RAM
mermory, W th periodi C%Hg/ dIfSk corrpehres/saves for
backup purposes. This software has not been
witten yet, and depends on routing and nam ng
conventions not yet decided upon. could be
witten in a higher |evel |anguage, Since
connection-oriented networks only need to access
it at call setup time, not on every packet |ike
nost datagram networks. .

Roundtable Module

] ~One_ of the neat functions Howi e N2WX
provided in his second network |evel software was
sonet hi ng that h%s been orelg | acki n% n /-\r(T]ﬂt ur
Packet dio, the roundtable. I't allowe or
nultiple stations to connect to the switch, and
all of themtalk to each other, ala a voice
roundt abl e. | have felt for a |long timethis was
needed and was glad Howi e showed it could be done.
Thi s modul e has not been worked on at this tIrTEi
but will probably be witten in a higher |eve
| anguage.

Packet Assenbl er/ Di sassenbl er

One of our firmcommittments i § to make
I'n order to do

our switch downward conpatibl e.

this, we nust provide sone nethod for ol der, non-
network capable TNC's to gain access to network
functions. Once again, w e showed how this
could be done in his first release of network code
for the TNC- 2, as descri bed Jl_n. a paper H]esente
at | ast year's conference. his s another tas
easily witten in a higher |evel |anguage.

Switch Session Mdul e

- The Switch.  Session Mdule wll be
responsi ble for handling the various internally
termnated network connections. These includée
connections to the Switch Command and Control
Modul A ,t he Roundtable Mdule, and the PAD nodul e.
I't could be written in a hi gher |evel |anguage.

End- Poi nt Transport Mdul e
be

. The End-Point Transport Mdule wll |
sible for assuring the user data made it
t he Packet network w thout errors or
bl ens (I hat was requested). It is hased on
24 sion TP-1, and has been described in
er Eapers at the last two conferences. | feel
could be witten in a higher |evel |anguage.

Net wor k Protocol Machi ne

—

The Network protocol machine will _use
the X 25/ X. 75 Network Layer protocols, Sone
background work has been”done on \MItI_I"I% this
nmodu Ie, but no code has acutally heen witien. |
feel the Network |ayer could be witten in either
assenbler or a higher level |anguage such as C

Li nk Layer Protocol Machine

The Link Layer Protocol machine has been
started. It is bdsed on the AX 25 Level 2
rotocol, and is being witten in assenbler. |
eel the Link Layer protocol machine has enough
tine-crucial elerrents that to inmplement it in-a
hi gher |evel  |anguage would add too much del ay,
especially since we are starting to see higher
speed packet operation.

Link Address Resol ution Mdul e

| have wedged a nodule in between the
har dwar e supgort and the Link |ayer protocol
machi ne, which | call the Link Addreéss sol ution
Module. Tt will take our Amateur callsign address
kl udge out of the received packets before passin
themto the |ink module, and add the kludge to al
transmtted packets fromthe link nmodule. In
addition, i1t wl| handle the _digipeating functjon
instead of the Link nodule. This separation wll
al low the Link Layer protocol machine to be nor
of a _gt;enerl c .25 machi ne, reducing it
conpl exity.

This nodule is being witten in assenbly
| anguage, and is alnost finished. This wll allow
tes_tin% of the switch shared resources nodules as
asinple di gl_peater until the Link, Network, etc
nodul es are Tinished.

Physi cal Hardware Support Mdul e(s)

The Physical hardware used to send and
receive packets nust have sone software tqg support
it. This is the job of the Physical Hardware
Support Mdule(s). ~ As inplied, there can be nore
than one of these nodules. In fact, there will be
one of these nodules for each hardware bhoard in
the switch. So far, both of the hoards being used
In our switch devel opnent use sjm | ar, hardware
the 8530 SCC), so the PHS nmodules for these
boards are also very sinmilar. As stated earlier
in this paper, both the boards have been on the
air sending and receiving packets. Al that Is
necessary is to modify the software drivers
slightly to interface roperli' w th the shared
resources nodul es. The PHS nodules are witten in
assenbly |anguage for the PC, using interrupts.

As can be seen from both the above
description, and mypaper from |ast year, our
|

effort at devel oping a packet switch is Probably
nmore detailed and studied than nost other
i mpl epent at i ons. feel this will aid both
oursel ves in the devel opment process, and others
who fol low after us In understanding what 1t takes
to t| r;]pl ement a conplex function such as a packet
switch.

Of On a Tangent

-1 thought | mght bring up something that has
nothing to do with any of the above, but | feel
shoul d "be mentioned sonmewhere (since | don't have



time to wite another paper on it, here we go). | Ref erences
have noticed that a large portion of the packet -

activity revolves around packet bulletin boards. Fox, T., "RF, RF, Were is W H ?(h Speed RF?",
| %ener_ally agree with a good part of this, but I S5thARRL Computer Networking

woul d like to point out something that night save CTonference, ARRL, 1986

quite a bit of channel activity in the long run. ) .

|'f more Amateurs were to put up their own bulletin Fox, T., "Packet Switch Software Design
board systenms rather than wusing a central Consi derations",

comunity BBS, then other Amateurs could send mail 5th ARRL Computer Networking
directly’ to them rather than a BBS they happen to Conference, ARRL, TY86

frequent. This will lead to a reduction of ) -
overal | packet activity, since the message can be Fox, T., "User andl Switch Packet Digital
automatically forwarded directly to the Har dwar e",

destination Amateur, reducing the chances of being 5th ARRL Conputer Networkin
read multiple tines, and showing up on every Conference, ARRL, T986

nessage summary request. Sonet hing to think about )

for now ODell, M, "An Introduction to the HUB

erating Systent,
O
>

Concl usi on 5th ARRL Computer Networkin
Conference ERRE, 1986

There has been sone nmovement over the past

year in packet hardware, both digital and RF. Feinstein, H., "Authentication of the Packet Radio
Adnittely, after the initial surge |ast year by Switch Control Link",

the Virtual-Circuit crowd, the Datagramm es have 5th ARRL Computer Networking

caught up. | hope to have nore tine over the next Conference, ARRL, 1986

year to finish our connection-oriented packet

swi tch pro||ect‘ and start placing them into . .

service. still hope for an experinent where CGol dstein, H., "A Packet Assenbl er/Disassenbler for
both approaches are placed side-by-side for a Amat eur Packet Radi o Networking",
period of time and conpared. | still feel that 5th ARRL Computer Networking

the Virtual-Circuit approach will be the long-term Conference, ARRL, T986

w nner by a w de nargin.
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