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I ntroduction recomend that if an?/ level is by Eassed at | east
. . . one nul|l character Is inserted where that |evel
. This pa er wll review the status and woul d otherwise go, leaving the network designer
ositions 04 the various layers in the |S0 with an "out” Tn case that level is deened
International Standards Organization) Open necessary at a future date.
Systens Interface Reference del (OsI- as
applied to amateur packet radio. One of the magor _advantaﬁes of the 0sI
. Reference Mdel is that it wll (hopefully) allow

.Sone ammteurs believe that the OSI-RM substitution at any one of the individual'levels,
provides a good basis for the developnent of without seriously affecting the other levels of
conputer networking via amateur radio because of the overall network. This means that one area can
the flexibility it allows. Ohers see that sane use the same Network Layer, for exanple, as
flexibility as”a lot of unnecessary overhead that another area, while inplementing a totally
takes its"toll in reduced throughput and added different Link Layer protocol. This not onl
conplexity at actual network inplenmentation. Even allows for creative inplementations at any of the
the nost 'die-hard supporter of OSl-RM nust admit level's, but also allows for each level to 5uit the
that it is less than optimm especially at the need of its medium
network |ayer. | believe however, that it is the ) ) ]
best game” in town at this point, and what we A good exanple of this m ght be the creation
amateurs have inplemented so far falls neatly into of différent Link Layer proto_co%s dependi ng on the
the OSlI-RM architecture. comuni cations nmedi um used (meteor scatter |ikes

. smal ler franme sizes than VHF/ UHF terresti al
Overvi ew |channel s), while using the same Network and higher

ayers.

The 0SI Reference Mydel for a nodern data y ] ] ) ]
communi cations system is broken into seven As nentioned above, this design does have its
distinct |evels. he terms level and |ayer are weaknesses. Sonetinmes, the levels need to be
used al nost synonymously whenever the OSI-RM or broken down further than they are (such as the
its |levels are “discuSsed. Actual ly, when Net work Layer 1nto the Network Sublayer and
describing or _referrln%1 to the function, "level is I nternetwork Subl a{er), while other tines there
generally” considered the correct term and when seens to be a problemeffectively separatin
calling a particular level by nane, layer is nore different levels (the Datagram tyﬁge | nt er net wor
of t en "used. Thus, the first |evel of the Sublayer relies on the Datagram’ Jransport Layer
Reference Mdel, Level 1 js called the Physical heavi {y for proper operation). This paper wl|
Layer, A small point admt, but one we Should discuss the various levels independantly, and try
keep in m nd. to account for any interdependance as necessarx,

starting with the lowest level, and working

The seven levels that make up the OSI-RM are:

Level 7. Application Layer (highest |evel)
Level 6. Presentation Layer

Level 5. Session Layer

Level 4. Transport Layer

Level 3. Network Layer

Level 2. Link Layer

Level 1. Physical Layer (lowest |evel)

Each one of these levels has certain

responsibilities to nake sure data travels from a
source device to a destination device accurately
and pronptly.

Each of these levels conmunicates with its
peers along the overall network as necessary,
using  its associated lower level as the
communi cation nedium (except for Level 1, which
has no lower Ilevel). information receilved
from an upper |evel by a |ower |evel should be
consi dered as data and not altered beyond what
may be done to enhance communication of the data
within that level (this includes any headers

required by the upper |evels).

It should be noted that there is patential in
the OSI-RM for a lot of dupli_cit{ of functions,
deeendl ng on what protocol i1s inplenmented at each
I 'evel, and how conplex the resulting network is,
This is especial true when the affect of
multiple levels of "multiplexing data paths is

consi dered, as nost levels allow ~ Sinmpler network
systems may |eave out certain levels because they
just don't apply, or add unnecessarily to the
conplexity of “the overalll system. I would

upward. will also nmention sone of the
alternatives at various |levels, and make sone
recomendati ons based on my opinions as of the
date of this paper.

1, The Physi cal

Level 1 is the lowest level in the 0
Ref erence Model . It is concerned primrily w
the "real world" part of sending and recéivi

. This is not as snmall a task as initia
thought. There are several parts that nmake up
whol € Physical Layer, including:

Level Layer

Vol tage |evels.

Data and handshaki ng signals.

Speed of data transmission and reception.
Order of bit transmission and reception.
Mbdul at or/ Denodul at or (Mbden) types.

RF signal ling channels.

Al of these different
each other at both ends before an
transferred fromone location to ano

Typically, data at the Physical
over a radio channel in a serial bit
interface between the users term nal
is generally also serial, usually as;arnchr nous
ASCI1, at speeds between 300 and 9600 haud. In
serial operation, 232C is the common Interface
for defining voltage levels, data and handshaking
signals, the types of connectors used, and their

pinouts.

The data speed and nodem type are related to
the RF signalling channel used’in amateur packet

parts have to match
data can be
her.
La%/er
stream
or co

is sent
The

ut er
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radio conmunicati ons. It is very difficult to
design a nodem that will allow data transfer at a
rate of 56kbps S:kllo—blts—per—second) over a data
path using the HF frequencies. It is beyond this
paper to specify optinal data rates and nodem
types for all aspects of amateur packet radio,
rather, | will discuss some of the nobre common
systems presently being used or being actively
di scussed.

VHF/ UHF Qper ati on

There is only one commonly used standard
on VHF/ UHF at the noment. It is the Bell 202
nmodem running at 1200 bps. This is an extrenely
opul ar standard in that it affords a relatively
ast speed of operation (conpared to 60 wpm
Baudot), yet does not require special radios or
other difficult to obtain equipnment. There are a
lot of surplus 202 type nodens avail able, along
with several sinple nodem designs. There are even
singl e-chip nodens beconing avail able (such as the
AVD 7910) that do the whole nodem magic in one |C

) Even satellite operation is bein
experimented with, using the above nentioned 20%
standard.  Some users are finding that some nodem
desi c};ns (sucn as the phase-locked-1oop nodenms) are
not functioning as well as others, prinarily due
to the inferior signal-to-noise ratio SSB over a
satellite gives as opposed to VHF FM

. . There is sonme experinentation going on
with hi gher speeds, particularly on the 220 Mz
band, where we are aYI owed to run up to 56 kbps.
The present experinmentation generally consists of
speeds up to 9600 bps (the speed where nost HDLC
cgi s internal clock recovery circuits start to
die), using different nodulation and denodul ation
techni ques. One of these is to not use the
classic concept of a nodul ator and denodul ator,
but rather shift the RF carrier some specified
amobunt at the transmitting end, and take the
output of the discrimnator output directly from
the receiver, before any audio processing. This
technique is actually quite old (relatively
speaking), some of the 'early packet experinents in
Canada used this technique quite well at speeds u
to 4800 bps. The drawback to this systemis tha
it requires the nodification of the radios to be
used, and may not give enough of an increase in
speed to warrant a long-term comnmitment of tine
and materials necessary to devel op the system

There is the potential for a lot nore
experinmentation in the VHF/UHF area, includin
extremely high speeds using mcrowave R
technol ogy such as gunnpl exers.

Met eor Scatter

. Sonme experinents using neteor scatter
are in the design stage. These tests will
probably be conducted on 6 meters, with stations
about 600 to 900 niles apart (optinmm mneteor

scatter range). Due to the extrenmely short
duration of neteor scatter paths, high speeds and
smal | packet sizes will be the order of the day.

This may cause speci al rotocols to be devel oped
to reduce the amount of overhead required, and
tadke into account the sporadic nature of this RF
medi um

HF Operation

There is some HF packet operation going
on now, with the pronmise of a lot nore in the near
future. HF can allow a major junp of physical
space in a single hop, if the correct frequency of
operation is chosen. HF does have its own set of
peculiarities to deal with, such as narrowness of
the channel bandwith, selective fading of
different frequencies within the channel, and

intersynbol distortion due to the RF energy taking
nultiple paths to reach the other end.

Some of the initial tests were conducted
on 40 nmeters using the VHF standard 202 t){_ﬂe
nodem runni n? at 300, 150, and even 75 bps. e
reason for his initial choice was that the
equi pnent was al read%_ hooked up and operating, but
it was found that this system|eaved a |ot to be
desired. The nmgjor problémin this system was the
wi de bandwi dth necessary to be clear of
interference (202 nodens use FSK with one tone
being 1200 Hz and the other being 2200 Hz,
resulting in a shift of 1000 Hz, requiring al nost

the whole 1000 Hz to be devoid of other signals,
no small feat on 40 neters).

One answer to this nodem problem is the
Packet Adaptive Mddem designed by Paul Rinaldo,
W4RI. and Robert Watson. This™ nodem uses a
relatively new technique to .ameteurs, M ni num
Shift Keying or MSK, for the transmission of data.
It will 'eventually be able to run up to 1200 bps
with a channel bandwi dth equivalent to a 600
shift FSK npdem The design is completed, and
some of the boards are being tested now The
finishefd system will be witten up in an upconing
issue o .

Anot her set of experinments being
conducted uses a 200 Hz s'hift FSK nodem running at
300 bps. Bob Bruninga, WB4APR is amobng the grou
testing this systemon a regular basis on the 18
MHz band, using surplus Bell 1.03 type nodens. The
30 nmeter band has sonme real. advantages to the
acket wuser, the nain one being the |ack of ORM
ob routinely nmintains connections for up to
several hours at a tine now, inmplying this nay be
a reliable nethod of transferring packets over a
medi um di st ance.

. The Physical Layer is the only level that
mai ntains an actual = "physical" or "electrical”
connection with its peers.  The rest of the levels
conmmuni cate with their respective peers through
assigned "logical" or ‘'virtual' connections.
Since these |ogical connections aren't part of the
real, physical world but rather system concepts
i mpl emented in conputer programs, there nust be an
actual conputer device used to inplement these
protocol s. These conputer progranms run either as
a portion of a mainframe program or, nore
frequently, in a smaller, dedicated computer.

Level 2, The Link Layer

All this leads us to the Link Layer. Thi s
level is responsible for receiving and sending
data from the higher |evel protocol; and sending
that data to or receiving the data fromthe the
Physi cal Layer, respectively. Part of this
responsibility is to makéd =®ure that data
integrety is maintained through the physical
devices "inplemented, and recovering from any
errors occuring in the physical world.,

. Figure 1 shows several types of devices
interconnected as a portion of an amateur packet
radio network. Note that there is a separate |ink
| ayer that corresponds to each Physical Layer.

In order to insure data integrity over the
Physical Layer, the Link Layer does several things
to the data it receives from the higher |evels.
Most Link Layer protocols start by taking the data
received from the higher level and creating small
roups of data, called frames, then sending these
%rames to the Physical Layer for actual
transm ssion. Most ink protocols add a certain
anmount of overhead at the e%ll_nnl ng and end of the
actual data to be sent. This overhead usuallv
consists of an assi gned nunmber of the franme, frame
type identifiers, rame source and/or destination
identifiers, and some sort of mathematically
derived nunber that is used as a check to make
sure both sides of the physical interface have the
sane data. These basic functions are described in
an IS0 standard (ISO 3309), commonly referred to
ﬁSLé he Hi gh-level Data Link Control protocol, or

There are two versions of Link Layer
protocols commonly used in_ amateur packet radjo
t oday. Both foll'ow the HDLC standard for the
addition of flags, address, control, and Frame
Check Sequence {gISCS)_ fields. The flags are used
to indicate the beginning and end of the frane,
the address field is used to indicate who the
frame is from and/or %oi ng to, the control field
is used to show what type of frame IS being
conveyed, and the FCS field is a cyclic-redundancy
checK cal cul ated on the data between the opening
and closing flags.

In order to assure t‘he flag character
(01111110) does not appear anywhere in a_frame
except at the beginning or end, anytime five or
nore one bits are found in the data, a zero bit is
added after the fifth one bit. The receiving end
will realize that the zero was added, and delete
it.
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) The first thing most Link La%/_er protocols do
is toestablish a “virtual” connection between the
two devices wshing to communicate.  This allows
both devices to know what node each is in_at any
given time In order to make and maintain this
connection, certain types of frames are sent back
and forth that don't carry any user data,  but
rather perform command or supervisory functions

r
related to the status of the f|nk. Théere are al so
supervisory link functions to make sure one device
doesn’'t “overload” the other with data faster than
the receiver can handle it.

Vancouver Protocol

The first Link Layer devel oped for use
on the ham bands was_hased on the IBM variation of
DLC, called . This protocol was devel oped |
Doutrq Lockart, VE7APU, the “father” of packet radi0
on the ham bands. It Is connection oriented, and
uses eight-bit address and control fields, along
wth the standard CRC for the FCS. There are a
few supervi 50”{1 franes necessary for creating and
mai ntalning the connection, "along with flow
control frames to prevent overloading., The |evel
2 Va_nc_ouvler protocol works fine, and its overhead
is mninal.

AX. 25 Level 2

After the AVRAD group used the Vancouver
rotocol for. a while, it becane obvious that there
were some limtations to this protocol. The nain
limtation had to do with the_addressing
information inbedded in each frane. The Vancouver
grot ocol uses eight bits for the addressing
nformation.  Some inplenenters of the Vancouver
Rr_ot_ocol modified it so that the addition of
degrtal repeaters” or digipeaters could be used.
These additions took up two of the eight bits in
the address field, leaving six bits for actual
addressing. This nmeant that only 64 users could
be addressed before overflow was reached. In
addition, someone in each group had to assign
these nunbers to stations, "and nake sure that
numbers weren’t assigned tw ce.

AX. 25 took care of this by installing the
amateur’s callsign in the address fiidIi. One more
addi tion saw both the source and destination
addresses in _the address field. This neant that
the address field of a frame junped from one byte
to 14 byvtes in a single bound!” A further addition
saw first one, and NOW up to ei §ht digi_tal
repeater addresses in the address field. " Talk
about overhead! Unfortunately, _in order to desj lgn
a systemthat hams can use easily, a systemlike
this is alnmost a necessity.

In addition, AX 25 added nore supervisory
frames, and is designed to be nore flexible in
hi gher speed and full duplex systems.  Most
anat eur s usng packet radio today are using the
AX. 25 Level standard, and all| "packet systens
ave}llalble today can support the AX 25 Level 2
prot ocol .

AX. 25 also allows nultiple Iink connections,
so. that several stations can be interconnected.
This_includes connecting to one’s self, allow ng
testing of packet software if there are no other
stations around (as long as there is a repeater
avai l able).

Those wishing to read nore about these
protocol s should reter to the follow ng:

Vancouver protocol available from
Vancouver Amateur Digital —Communications
G oup  {VADCG
¢/0 Doug Lockhart., VE7APU
. 95%1 Qdlin Road
Ri chnond, B.C. VéX 1El
AX.25 Level 2 protocol specification:
Second ARRL Amat eur Radi o Conputer NetworKking
$Ogng‘)(()arence Proceedings available fromthe ARRL for

~ Updates on the AX.25 Level 2 protocol
are avallabfe in the AVRAD Newsl etter.

Digital Repeaters

Both the modified Vancouver protocol and
the AX.25 Level 2 protocol support devices called
“digital repeaters” or "digipeaters'". These type
of Tepeaters differ from the normal voice type
repeater in that they generally operate as time=
domai n, or store-and-forward repeaters rather than
the fretiuency- domai n system used by vojce systens.
Wiat this means |s that a repeatef will listen to
a frequency for frames it should repeat. When it
hears one,” it pulls it into its menory, checking
to be sure there are no errors, and then waits for
the sender to drop its transmitter. The repeater
then re-transmts the frame on the same frequency.
This allows several packet stations to conmunicate
over a single frequency that mght not otherw se
be able t0 hear each” ot her. Since a single
frequency is used, spectrum usage IS cut in half.
In additi'on, the repeater is usually a very sinple
device, since no cavities or filters are required.

Level 3. The Network Laver

The_next |evel up the ISO-RM is the Network
Layer. The units transferred at the Network Layer
aré call ed “packets”. This |evel Probabll should
have been split into two distinct [evels. The
| ower |evel, sometimes called the Network Layer or
Level 3A, maintains control over a single, smaller
network of users. The u%%er ~portion, called the
Internet Layer or Level , interconnects these
smaller ﬁroups into a |l arger network, allow ng
individuals or systens in one group to connunicate
with others in different groups if they want.

At this point, I think it would be

advantageous to discuss for a noment the two basic

types Of network designs, the connection oriented,

and the_connectionleSs (clever name) or Datagram

type. These two systens differ greatly in their

de3|§n phllosqph% but either canbe uséd in place
ou

of the other w't t adverse affects.
. Sone think that a whole network and
internetwork nust be the same t ye, or

communi cations cannot happen. but wth the proper
separation Of functions, gateways can be built
al Towinn different systenms at alndst any level. A
gateway is a device that transforns ohe type of
protocol that exists on one side of it to a
different type protocol being used at the other
side of it. ~ When properly designed, fatewa s are
capable of interfacing two conplete 1w different
s,tgrle protocols to each other, "as if the
di fference didn’t exist.

. CGetting back to the two types of networks, |1
will first discuss the connection oriented
network, followed by the connectionless type.

Connection Oriented Network

.. The connection oriented network operates
very simlarly to the Link Layer protocol. In
order to transfer any user data across the
network, a “connection’” nmust first be made from
one user to the other. . This involves passin‘%
between the two stations (and any networ
controller that may exist) a connection request
and acknow edgenent.  Odce this connection iIs
nmade, any data travelling between the two users
nust travel through the path established a}t t he
time the connection was created. | an
unrecoverable errors occur, the defective
connection must be torn down, and a new connection
nmust be made, if possible.

) Some of the advantages of a connection
oriented protocol are:

1. Lower overhead per packet once a connection
I's made, since all information about who is
communi cating and what path is being used is
sent onlé/ once H_/\hen the connection is being
gener at ed) . This | ower overhead usually
Sinplifi'es the software necessary to
i npl'ement the protocol.

2. Out-of-sequence packets *generally ?ren’t
allowed, agaim simplifying the Software
needed to | r}pl_enent t he nétwork protocol, and
al'so sinpli fying the higher level protocols.
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3. Connection oriented Prot ocols are generally
easier to inplement than datagram type
prot ocol s.

4. Once a connection is made, the routing of
packets doesn't have to be recal cul ated over
and over (and over and over) and over again.

. Sonme of the disadvantages of the connection
oriented network protocols are:

1 Since the route of data flow is established
at connect tine, if there is any failure
al ong the path chosen, the caonnection nust be
torn down and re-established using a
different path. Thi s |r5pl_|es that ~an
network using a connection oriented protoco
should be “"as reliable as ossi bl e.
Unreljable networks may take a Ionge_r anmount
of time to keeP the "network running than
actual 'y pass data.

2. If part of the network becones overly
congest ed since there is no JI\BY to
ynamcally alter the path use n a
connection, “the congestion wll become worse
as time progresses, ~unless there is a way to
automatically tear down and re-est abf’sh
connections around the congested portion.

3. Qut - of - sequence packets aren't normally
allowed, causing Accurately recejved packets
to be rejected because of badly received

earlier ‘packets. This coul d- cause an
increase 1n channel occupation, reducing
ef fective channel throughput.

4, |f a station is moving through areas covered

by connection oriented networks, it coul
have a probl em when the time cones to |eave
one area and go into another. How a rovin
station can be passed from one network t
another in connection oriented networks isn't
a big grobl em presently, but it could becone
a problem as the use of packet radio
i ncreases.

. There _are nore advantages and
di sadvantages for the connection oriented
protocols, But those nentioned above are the nost
I nportant .

Connectionl ess Protocol s

The connectionl ess type of protocols
(cal] ed the datagram type fromhere on) operate in
a different manner than the connection type. |In a
datagramprotocol, all information needed to get a
packet fromthe source to Its destination is
Included in the header of each packet.  Chviously,
this will cause the header to becone |arger than
the equival ent packet of a connection oriented
network.. ~In addition, each packet's routing nust
be decided independant!v fprom others either
preceeding or succeeding it, causing a |lot of
additional operating overhead while éach packet
switch decides the b& way for this packet-to go.
This can conme in handy when a network is not foo
reliable, or when a portion of a network becores
congested, since the path taken by packets can be
dynam cal I_){ altered.  This doesn't cone cheaply
however, it usually takes nore conputer power to
make sure a datagram type network functions

properly.

As the |ast paragragh illustrates, the
advant ages and di sadvant agées between connection
oriented networks and datagram tyge networks are
generally just the opposite of each other.

Level 3A. The Network Subl aver

. The Network Sublayer is responsible for
taking data_  from the higher |evel protocols,
acketizing it, and sendi n? it to the Link Layer
or actual transm ssion through the Physical
Layer. Wiile the Link Layer is responsible for
making sure the user data” accurately transverses
the physical |ink between two stations, the
Network™ Layer is responsible for making sure that
user data passes through any intervening nodes,
such as netro;iolltan_ network ‘control | ers or packet
switches. Along wth this, the Network Layer
nmakes sure that any data from another network
ei ther passes throu K the network successful]y, or
reaches the destinafion station if that station is
part of the metropolitan network.

When | first began to study protocols
above level 2, | was inpressed by the datagram
type of network. It seemed to have a |l ot goin
for it, especially in a relatively uns_t:ruc%ure
and potentially unhreliable amateur radio packet
network.  Datagram networks are very forgiving b
nature, allowng for the voluntary naturée o
amat eur stations showing up, and then
di sappearing.

. Then we found out how people were
i npl ementing datagrams, and on what type of
machi nes, It seened that nost people were
i npl ementing datagrans on large computers or mini-
_cornY uters. © There didn't seémto be a practical
inplementation of a datagram network based on
m croconput ers.

In addition, the two major commrercial
data networks seemed to be inplenmenting connection
oriented networks very effectively, including the
use of microconputers in their 1nplenenations.
This_is when | started taking a second | ook at the
CCI TT standard X. 25, both at level 2 and level 3.

About . the same tinme, Cordon Beattie Jr
N2DSY, was coming to the conclusion that X 25
woul d 'be a good place to start on establishing a
st andard %rotocol for levels 2 and 3. In tThe
summer of 982, CGordon came down to the Washington
area, and we had a conference with Eric Scace,
K3NA, at Tel enet.

) ~ Eric becane a val uable asset in our
di scussions, since in addition to working at
Tel enet, he served on the CCITT commttee on X.25.
[t turns out that there can be a large difference
bet ween what a protocol document appears to say,
and how the protocol is actual Ldy i mpl enent ed.
This is where Eric really hel pe by giving us
i nsi ?ht not only into what the protocol designers
neant, but al'so how the real world networks
i npl enented the protocol.

As a result of these meetir|1gs, we cane
e

up With drafts of protocols for both |evels 2 and
3. Level 2 eventually grew into the AX 25 Level 2
that nost packeteers are now using. Level 3 is a
much larger, nore sophisticated %r_ot ocol, and as
such, requires nore careful analysis to see what
we need and what we don't in the amateur

comunity. As with level 2, we can't just throw
out portions of the protocol wthout naking sure
they wont be needed in the future.

) A separate paper in these proceeding
di scusses the level 3 protocol in sone detail, §
| wont get describe it in detail here. It i
based on the CCTT X 25 Level 3 protocol, usjng
“virtual circuits”. Permanent virtual circuit
weren't deened to be useful, at |east at this
oint, in the amateur service, and the Datagram
service of X 25 was elimnated by the TT
because of lack of interest.

. One of the main argunents used agai nst
connection oriented networks is that they aren't
very forgiving in unreliable environents. 1t
seens that nbsf metropolitan networks shoul d be
reliable enough to support connections without
maj or problens. Since connections, re%m re |ess
channelp overhead. than data%rams, this should also
allow more efficient use 0f RF frequencies.

The recomendation to go AX 25 at the
Network Sublayer iS not cast in stone, but it
appears that tKIS is the best conprom se protocol
to use at the local or netropolitan |evel.

S
[0]
S

| nternet Sublayer

The Internet Sublayer is the next s
(or half-step in this case> up the |adder to
user. This level isn't necessary for purel
local or metropolitan conmunications, since t
data at that level isn't_intended to go outsi
the individual network. The Internet Sublayer i
only necessary when data nust flow outside a
single network°s boundry.

- Since the |Internet Sublayer is
responsible for the transfer of data across
i ndi vidual networks to the destination network,
there nust be enough addressing information in the
| evel 3B header to make sure the packet can be
successful | routed to its destination. The
internet protocol is also responsible for making
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The amateur conmunity is very inventive,
and often |likes to use whatever i’s Invented
locally rather than using a “standard” faoisted on
us by some outside group. Keeping this in mnd,
and al so keeping ih mnd the potential of sone
networks being not as reliable as others, |
propose that we use a datagram type of internet
protocol. Even though datagrams mght require
more COnputer power to implement, nNoOt every
user will "be required to have this overhead, since
the internet protocol is used to interconnect the
i ndividual networks, not each user.
DtAY e internet

the datagram
PA internet

Anmong
protocols available are the

rotocol and the National Bureau of Standards
NB,S? internet protocol. These two are very
simlar, in fact the NBS standard grew out of the
DARPA one. It seens that either of these m?ht
suit our needs with some slight “adjustpents” Tor
amat eur peculiarities. e main difference
between these two is that the NBS version has
lon§er address fields (which we nay needt). The
DARPA internmet adds a mni nrum of 20 bytes of
header (nore for options), ile the NBS version
adds a m ni mum of bytes.  Ctherw se, both ook
almost identical. Figure 2 shows the outline of

an NBS internet header.  Unfortunately, it is
beyond the scope of this paper to discuss the
opération of these protocols.

) ~ One inportant thing to keep.in mind when
di scussing internet Prot ocols, particularly the
datagramtype, 1s that the internet protocol” must
wor k ver{ closely with the next |evel protocal,
the Level 4, or ‘Transport Layer protocol. The
datagram type internet assunes that a rather |arge
transport Erotocol resi des above it, making sure
that any alterations of data that m ght croig up
due to internmet operations (such as packets
arriving out of sequence) are properly corrected.
This interdependence i's why the intermet an
transport levels are often referred to as one
conbi nation protocol (such as TCP/IP which neans
Transm ssion Control Protocol/|nternet Protocol).
It is inportant to keep this in mnd wheéen
designing or inplenenting an internet protocol.

As nentioned before, just because a
datagram type of protocol is chosen for the
Internet Sublayer, this DOES NOT nmean that a
datagram Networ'k . Sublayer also be
i mpl enent ed. This is just true, In fact,
included in the NBS docunents on the NBS internet
grotocol is software describing an interface to an
X.25 Network Subl ayer. The two are separate
itens, and should be delt with as such.

Level 4, The Transport Layer

The main function of the Transport Layer is
to make sure the data passed on from the higher
levels at one side of a aroup of networks
I nt erconnect ed usin% an internet protocol 1Is
received at the intended destination correctly.

Part of this responsibility is to make sure
the data is received In the sane order as it was
sent. In datagram protocols, it is possible for
one packet sent before another to arrive at }‘he
destination network after the second one. This
could cause big problens if left uncorrected. The
Transport Layer must make sure all packets are in
the correct "order bef orr],e sendi ng them onh,ug t he

| |

IS0-RM | adder to the higher levels. This ma
involve buffering the packets for a period o
time, potentially requiring large amounts of
nenory.
. Anot her resgonsi hility of the Transport Layer
is to notify the (])I’Igl nat|n% n%twork that the
packet successfully re%che the destination
net wor k. In addition, the Transport Layer may
i npose flow control procedures on packets as
necessary.

As mentioned earlier, the Transport Layer

works very closely with the Internet Subl ayer.
This means” that if “the DARPA internet Is used,” the
DARPA transport protocol should also be used. The
DARPA transport prot ﬂcol adds an add|t|%nal 20
byt es mini mum of overhead as a transgort eader .
IT the NBS internet i s chossern t-he NBS transport
protocol should also be implemented. The NBS
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version is nore conplicated than the DARPA
version, and sonme of it might have to be thrown
out If It Is to be used on a mcroconputer system

5, The Session Layer

Now that the data has transversed the ne
successfully, it is ready to be used by t
intended desStination device. If that destin
device is a larger conputer, capable of run
several prograns’ Si rmltaneouslg there nust
wa}/ of telling which program the received dat
intended for. =~ This is part of
of the Session Layer.

One exanple of this mght be Dave, K8MMQO's
svstem havi ng someone running an orbit prediction
programthe same tine as another person Is editing
a docunent, both running under MP/M Il. The other
exanpl e m ght be having several -different people
using the sane program such as a bulletin board
program at the sane tinme.

The Session Layer adds its own overhead to
make sure the proper aPEIication (be it a program
or another user) gets e correct user data. he
Session Layer jntroduces a new term for the block
of data it deals with, the "messaig”.  Wthin the
overhead that the Session Layer adds is sone sort
of routing infornmation to insure that the data
received fromthe network is sent to the proper
program wi thin_the conmputer, which is referred to
as a “port”. These ports are generally assigned
nanmes by the application being run.

The Session Layer also nmakes sure that an
Ogeratlng session between a user at one end and
t he ﬁrogram at the other end is handled srmothlﬁ/.
If the user should suddenly disappear fromthe
tsKstem

Level

it is up to the SeSsion Layer to inform

e application of this problem "so that the
aﬂplic,atip can take any action deemed necessar:
This inplies that the Session Layer not only
handl es data between the netwoirk (via thé
Transport Layer) and any applications, involved,
it also passes some status and control infaormation
bet\{veen the network and the application in
quest i on.

_ The Session Layer is not a necessity in a |ot
of instances, such’as two people typi n% back and
forth ala RITY node. In this casé, the Session
Layer overhead coul'd be considered unnecessary
and el imnated.

The Session Layer is a subject that needs
further study a} thi's time, as there are_several
versions out (DARPA, NBS, CCITT. .25 etc?.
Since there aren't a lot of nmai nfranes on the a
packet networks so far (there isn't even a network
as such), re is time to study this 1level

carefully before making a comminent to any
particul ar standard.
Level 6. The Presentation Laver

~ The Presentation Layer is responsible for
meking sure that the data passed fromone end of a
hook-Up to the other end nakes sone sense, and is
di splayed in an orderly fashion. It specifies
things” such as what character code is used and
screen and printer display control sequences (such
as cursor addressing).

The Presentation Layer can be a very
conplicated system or it “can be a null |evel;
dependi ng on what type of devices are being used
at each end.

If, for exanple, a glass TTY (such as i
for the hearing inpaired) is to be used
version of a word processor set for a Heat
termnal, the Presentatin Layer would
conpl i cat ed. Not only would there be
conversions required (ASCII vs Baudot), but
screen formatting characters woul d ‘have  t
converted, along with other problens. The
that would do the conversion woul d degence1 on
type of Presentation Layer protocol had b
agreed to by the users of fhe system

If a different user was to use the same word
rocessor with a Heath H19, and the Presentation
aéer protocol agreed to was the H 19 runmng
ASCI 1, the Presentation Layer at both ends coul
end up being a null level, Since the sane protocol
is inplied at both ends.
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Level 7, The Application Layer

protocols are primaril

plication Layer |
h program i §

Ap
concerned with how a particul ar

operated by the user of the program The
application protgcols are est abpiished sq that
users (be they individual or another program wll
know how to Correctly use a program through the
net wor k.

The Application Layer, being the top of the

system wouf_d normal Iy be the last” area to | ook at
for standardization. Since there are a nyriad of
prograns that could be run as application prograns
over the amateur packet radio network (and a | ot
nore not even _thou%"ﬂ of, or witten yet) this
could end. uf[]) being the hardest set of protocols to
cone up wth.

Two types of programs_ that shoul d have
standard protocols wititen for fairly quickly
t hou gn. hey are the nmessage system (genericC
name) and the file transfer prograns.

. There are nmany message sSystem prograns
available to the anmateur today. ~ |t seens that
every one of these systens uses” different commands
to operateit, along with a different nessage
format. It would help greatly if there could be”a
Si n%‘le, standard set of conmands available, alon
wit:h a standard nessage format. Then, eac
nessage system along a network could potentially
accesS other nessage systens al ong the network,
and autonmatically grab off any pertinent data.
Al'so, there could Then be detyined within this
message system protocol, a way of autonmatically
forwardi ng messages al on%I the network from a
soutrce message systemto the destination nessage
system

One of the faults with the cP/M file transfer
?rotocol is that it uses a very sinple checksum on
the data transferred to make Sure no errors crept
into the transfer, There has been sone
nmodi fications made in this area recently, some
versions of this transfer program now allow either
the original checksum routine or a nore
sophisticated CRC type calculation. Since there
i's so much redundant” checking of data at the |ower
level s of a network, the nore sophisticated
version may not be needed.

There is also a protocol for file transfer
floating around that was devel oped by the NBS but
I haven't had a chance to study it carefully
enough yet to see if it would fit oOur needs.

Concl usi on

The OSI-RM appears to be takin

shape in the
amat eur packet radio network.

ere Is sone

rotocol devel opment work being done at al nost all
evel s of the Reference Model, with nmost people
working fromthe ground up at this point.

One of the disadvantages of the OSI-RMis
thet there is a |ot of added overhead, as
mentioned at the beginning of this paper. his iIs
primarily because rTuIth exing of different data
aths is allowed at each level, causing nultiple
I ow control procedures and addresSes to be

required at each level.

An alternative to the OSI-RM system ni ght be
to break the overall network design at different
places. Elininating the redundant capability of

I'tiplexi ng[ of opérations at each |evel would
reduce the total anount of overhead required.
This woul d have to be done very carefully.

There are many different nessage systens, and ) . .
many different nessage system "standards” already It is hoped that this paper will help the
Inexistance.. DARPA"has a standard, so does NBS, newconer to amateur packet radi 0 understand how a
and the COTT just ot name a few This is an area data network is designed and jnplenented using the
I haven't delved into too far yet, so | have no 0SI Reference Mdel to allow a maximum of
feeling at this time as to whichprotocol would flexibility to the designers and inplenenters. |
best suit our_needs. Sone initialwork is being further hope that this paper stirs_interest in the
done by Paul Rinaldo, W4RI, Hank Magnuski, KA6M more advanced facket radio enthusiasts by stating
Larry Kayser, WA3ZIA, along with the AMSAT and opinions and suggestions on_reconmendations at
VITA  cont'ingent on nessage system standardization. the various levels of the OSI-RM
i Comrents or su tions regarding any portion
needsThgl r?tt)gfri ﬁﬁ%%?’gtaé'g{‘t Ie'ﬁ (iaronpli%t Otcr?(la ftihla}a of this paper shoul §g§g égélrsessgd to tqhe glutphor at
transfer protocol. A lot of us are presentl the above address, or be sent to the Amateur Radio
using the Ward Christensen protocol so prevalen Research and Developmrent (AMRAD) NeWsIelT er for
among CP/M users for exchanging CP/M fi les using onat” the following address:
nodens over the phone lines. . In fact, this .
prottocol htaﬁ betep] |n%lpe/rgdent_edll nd_mnyegggptuter Amateur Radi %ORGD(SS%?%%Q% Devel oprent
systens ot her an . Includin e
cgnputers and (runor has it) DEC m ni sg yp MLean VA 22106-6148
Cctets
1111111112 22222222233
)1.2.3456.78.901.23456.7890.12345%678290]1
‘! Version ! IHL ! G ade of Service ! Data Unit ‘Length }
} ------- I dentifier !Flags ! Fragment of f set “
;“" Lifetine User Protocol ! Header Checksum “
% Sour ce Address }
} Source Address (continued) ;
{ Destination Address _g
} Destination Address (continued) :
! Options as needed Paddi ng }

! S . Data
! Note: This field is of variable length ‘
i End Dat a !

of

Figure 2.
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NBS | nt ernet Header Format
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