AX. 25 NETWORK SUBLAYER

PROTOCOL RECOMVENDATI ON

Terry Fox, WB4JFI

Pr esi

dent,
1819 Anderson

Fall's Church,

| ntroduction

This is the first of four
protocol recommendation for
he Network Subl ayer.

papers that nake up
%1 A>825 at Level 34,

This series of papers IS_bein% %enerat ed b
AVRAD after a series of neetings between AMRA
menbers Paul Rinal do, W4RI, Terry Fox, WB4JFI,
Dave Borden, K8MMO, Eric Scace, K3NA, and Gor don
Beattie, N2DSY.

These papers are first drafts, and are bein
| eased to the amateur community for copments, an
ggestions. Anyone wshing to comment IS invited

wite to the author at the above address, . or
ite to the AMRAD Newsl etter at the follow ng

addr ess:

Amat eur Radi o Research and Devel opnent

awer
MLean, VA 22186-6148

Cor p.

The protocol recommendation that follows is

based on the CCTT X 25 Level 3 specification.
Since nmany anateurs ma}; not. have the CCTT
docunents available to them it was decided to

replicate the entire docunent, W th additions or

del etions necessary to apply the protocol to the
amateur environent.

Thi s paﬁer wi || discuss sone of the basics of
the Networ k Sublayer, along with operating
procedures. The néxt pa%er W || describe the
actual packet formats. The third in the series
wi || describe optional user requested facilities,

and the fourth paper will jnclude the Annexes
mentioned throughout the previous three papers.

AX. 25 Network Sublayer Recommendati on
Net wor k Sublayer Basi cs

) The Network Layer of the 1S0 Reference Mdel
is generally broken“into two different parts, each
responsi bl e"for separate, distinct functions.

The Network Sublayer is responsible for the
proper operation of a local, or metropolitan
group of interconnected packet dewviiegss. These
Interconnected devices nake up a network of packet
users, who wish to conmmunicate either wt h each
other, or possibly with others outside of the
netropolitan network. How the data 1s transferred
outside of the netropolitan network is a function
of the Internetwork Sublayer, and as such, falls
outside the domain of this recomendation.

2
3.0.1

The Network Sublayer relies on a | ower |evel

rotocol (usually the ﬁx 25 Link Laxer pr ot ocolé
0 cause data "at the Network Layer to b
transferred from one device to another. le the
Link Layer protocol is responsible for the user
data to transverse a physical riredlfum pr ogerl y, the
Net wor k Sublayer is Tresponsible for the accurate
transfer of data throuqh_ the metropolitan network.
This is usually accomplished by having. indivi Fal
devi ces interconnected t0 a nmaster deVice (called
a network control|er, network hub, packet swtch,
or DCE). Any packet user w shing to conmunicate
w th another” user (either within the metropolitan
network, or outside it) does this through this
mast er devi ce.

is how two stations
ayer _in the absence

Subject for further stud{
Subl
is to have the

comruni cate at the Network
of a packet switch. One proposal
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two stations arbitrate which one will becone the
packet switch by a sinple conparison of callsigns.
3.0.4 Net wor k Sublayer Responsibilities

. The Network Sublayer is responsible for
taking data fromthe 'higher |evel Jarotoc_ols and
sendihg that data to the intended destination
devi ce, through the lower level protocols that may
be inplemented.

~ Since the recomended grotocol i's connection
oriented, in order to pass data over the network,
a "virtudl connection nust first be made with the
destination devi ce through a network controllern,
or packet switch. This recomrendation handl es the
establ i shment, proper operation, recovery from
errors, and tearing down of these connections
necessary to pass data, along with the actual data
transm ssi ons.

This protocol is also responsible for passin
along certain status information of the networ
or Iower levels to the higher level protocols.

3.0.5 Device Descriptions

At the Network Sublayer there are two types
of devices presently defined. Their descriptions
have been adj usted sl (t;htly to take into account
t he amat eur "environent. Nei t her one of these
devices are usually "real" devices, rather they
are usually a software inplemented "machine".

3.0.5.1 Data Terninati ng Equipment

. At the Network Sublayer, the Data Terninating
Equi prent device, hereafter called the DIE, iS
Eeneral 'y considered the individual packet user,
e it an”actual user, a renmote network gatew_ain or
a lar %e conput er device running prograns avai lable
to other users.
3.0.5.2 Data Circuit-Term nating Equi pment

At the Network Sublayer, the Data Circuit-

Term nating Equi pment ' Equi'pnent device, hereafter
called the II%E I's elther the packett switch
device or if there js no packet sw tch device
avail.ahla, one _of the DTE devices wi shing to
communicate, The arbitration of the second
possibility is undefined at this point, and is a
subject for further study.

3.0.6 Units of Data Transferred at th

Network Sublayer

The basic unit of data that is transferred
across a DIE/DCE interface is called a "pacheit'.
This packet is contained within the information
field of Link Layer packets must
contain an integral nunber of octets. In
addition, the data Tfield of data packets must also
contain an integral nunber of packets.

3.0.7 Types of cannections available

Amateur X 25 defines only one type of
connection at the metropolitan network |evel, that
of the virtual call. 'Permanent virtual circuits
and datagranms are not supported by by AX 25 as
presently” defined.

3.1 Logical Channels

franes,

To enable nultiple sinultaneous virtual

calls to exist, logical channels are used. Each
virtual call is asSigned a |ogical channel %rou
number (LCGN) (less than or equal to 15 decimal



and a |ogical channel nunber (LCN) (] ess than or
equal to 255 decimal). A logical channel group
number and a | ogi cal” channel “nunber 1s assigned
during the call set-uE phase. = The actual range of
|'ogi cal channel numbers available is estahlished
by the network, and agreed upon at the tine of
connection to the network. Annex A shows the
recommendation of LCGN and LCN val ues used.

3.2 Basic Structure of Packets

. Every packet transferred across the DTE/ DCE
interface consists of at |east three octets.

Wthin these three octets are a general fornat
identifier, a logical channel identifier, and a
pack%t type |dd%nt|f|er. Add{uonapl atcketat fields
may be appended as appropriate. acke es are
sh%wn i nppTabI e S/M.gf P yP

| Call set-up and clearin I
P "G |

I' Incomng cal request ‘
I Cal'l connected I Call accepted !
I dear indication Cear request !
I DCE clear . ! DTE clear ‘
{ confirmation ' confirmation “
! Data and interrupt |
I DCE data I DIE data !
I DCE .interrupt I DTE interrupt !
! DCE interrupt I DTE interrupt !
i confirmation ! confirmation }
! Flow control and reset !
! RR I DTE RR !
| DCE R\R I DIE RN\R

I Reset indication . I Reset request . o
‘! DCE reset confirmation | DTE reset conf|rmat|on!‘
| Restart |
I Restart indication I Restart request !
! DCE restart I DIE restart, !
; confirmation ! confirmation }
!t Diagnostic !
| Diagnostic |

Tabl e 5/AX.25 AX. 25 Packet types

3.3 Procedure for Restart

The restart procedure is used to initialize
or re-initialize the network |evel DTE DCE
interface. The restart procedure clears all
virtual calls at the DIH interface.

3.3.1 Restart by the DIE

The DTE may at any time request a restart b
sending a restart request packet across the packe
inter face. This will then place each | §ical
channel in the DTE restart request state (r2).

The ot her device (DCE or %osm bl y anot her
DTE) will confirmthe restart by sending a DCE
restart confirmation packet and placing the
| ogi cal channels used between the two devices in
thé ready state (pl).

~The DCE restart confirmation packet only
a[il)_ElleS to virtual calls betvxﬁen the requestin
DTE and the,receivin% DCE.. This restart has n
affect on virtual calls with ang ot her dewé:e.
Time spent in the DIE restart request stafe (r2)
shall not exceed time-limt T20 (see Annex D).

3.3.2 Restart by the DCE

The DCE may jnitiate a restart of the packet
erface by sending a restart indication packet.
| virtual calls for the sp%mfled gacket

interface are then g aced in the DCE restart
indication state (r3 Wiile in this state the
DCE will ‘ignore all cPackets received from the DIE
invol ved except for restart request and DIE
restart confirmation packets.

The DTE will confirmthe restart by sending a
DTE restart confirmation packet, and ‘then place
all virtual calls between it and the in
question in the ready state (pl).

i nt

The action taken ,b}/ the DCE when the DTE does
ngtAﬁonlerm restart within tine-out T10 is given
I nex D.

3.3.3 Restart Collision

Restart collision occurs when both the DCE
and DTE sinultaneously send a restart request and
a restart indication packet. Wen this happens,
the DCE will consider the restart conpleted. The
DCE w |1 not expect a DITE restart confirnation
packet and will not_send a DCE restart
confirmation packet, This places all virtual
calls between the affected DIE/DCE interface in
the ready state (pl).

3.4 Error. Handling

Tabl e ¢-1/AX.25 indi cates the reaction of the
DCE when certain error conditions are encountered.
Error conditions other than those specified in the
table are discussed in sections 4 and 5.

3.4.1 Diagnostic Packet

The diagnostic packet may be used to indicate
error conditions when the usual nethods (ex,
reset.. clear and restart wth cause and
di aénostic) are _inappropriate. A diagnostic
?%c et froma DCE shoul d provide information on

e error situations that are conslidened
unrecoverable at the packet |ayer. Thi s
information permts analysis of the error, and
recovery by higher levels at the DTE, if possible.

A diagnostic packet is issued only once per
particular “instance of an error condition. A DIE
receiving a diagnostic packet is not required to
confirmreception. After a DCE sends a diagnostic
acket, it wll same in the sane state for that
Eogical channel (s) as it was when the diagnostic
was gener at ed.

3.5 Effects of the Physical and Link Layer on the
— Packer Leve

Changes of operational states of the Physical
and Link layers do not implicity alter the state
of each logi'cal channel at the packet |evel. en
changes that affect the packet |evel do occur
the¥ are explicitly indicated at the packet leve
by the use of restart., clear, or reset procedures,
whi chever is appropriate.

) A failure at the Physical and/or Link Layers
is defined to be when the DCE cannot transmf or
receive any frames because of abnormal conditions
at the PhySical and/or Link Layer.

When a failure on the thvsic,al and/ or Link

Layer is detected, virtual cal 1s wll be cleared,

aslggt ‘féjr{t4h%r action may be taken as described in
| . 0.

Wien the failure of the Ph¥?| cal and/or Link
Layer is recovered, the DCE w send a restart
indi cation packet wth the %ause " Net wor k
operational" to the DIE. . Any further action to be
taken is defined in section 4.6

n other out-of-order conditions on the
Ial and/or Link Layer, the DCE will clear all

Physi L s
i call's using the affected |ink.

|
c
virtua

Note:  An out-of-order condition on the Link
Level includes reception of a disc command or a
transmssion of a disc command by the DCE, in the
case of a single Iink procedure.

4 Procedures for virtual circuit services
4.1 Procedures for virtual call service

) Fi gures B-1/AX.25, B-2/AX.25, and B-3/AX.25
in Annex B show the state diagrans whlthq_lve a
definition of events at the facket | eve E/ DCE
|,ntter1|‘ace||for each 1logical channel used for
virtual calls.

Annex C gives details of the action taken by
the DCE on reception of packets in each staté
shown in Annex B.

The call set-up and clearing procedures
described in the fo lowin% par agr aphs apply
i ndependently to each logical channel assigned to

the virtual call service at the DTE/DCE interface.
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4.1.1 Reddya t e

If there is no call in existance, a | ogical
channel is in the ready state (pl).
4.1.2 Cal | request packet

The calling DTE shall indicate a call request

by sending a call request packet across the

E/DCE interface. The logical channel selected

bK the DTE is then in the DIE waiting state (p2).

The call request packet includes the called DTE

addéess. The cal 1ing DTE address shall also be
used.

Note 1. A DTE address shall be encoded as
described in Annex F of this

document .

Note 2. In order to minimze the risk of
call collisions, the call request
packet should wuse the | ogical
channel with the highest nunber in
the range allowed in Annex A that is
in the ready state.

4.1.3 I nconmi ng call packet
The DCE wll indicate that there is an

incoming call by _sendinf across the DTE/DCE
interface an incomng calIl packet. This wll
lace the logical channel in the DCE waiting state

p3).

The inconming call packet will use the |ogical
channel in the ready state with the |owest nunber
in the range allowed in Annex A The incom ng
call packet shall include the DTE calling address
and the called DTE address fields encoded as
described in Annex F.

4.1.4 Cal | accepted packets

The called DTE shall indicate its acceptance
of the call by sending a call accepted packet
across the DTE/DCE interface. This call accepted
packet will specify the sanme |ogical channel as
that of the incomng call packet. ~This places the
specified logical channel in the data transfer
state (p4)

If the called DTE does not accept the call b
sending a call accepted packet or does not rejec
it by sending a clear request packet as described
in paragraph 4.1.7 within tim-out Tll (see Annex

D), the will consider it as a procedure error
from the called DTE and will clear the virtual
call aceording to the procedure described in

paragraph 4.1.
4.1.5 Call connected packet

The reception of a call connected packet b
the calling DTE specifying the sane |ogica
channel as that specified In the call request

acket indicates that the call has been accepted
y the called DTE bE/ means of a call accepted
packet . This places the specified |ogical channel
in the data transfer state (p4).

. The time spent in the DTE waiting state (p2)
will not exceed time-out T2l (see Annex D).

4.1.6 Call collision

Call collision occurs when a DTE and DCE
simul taneously send a call request packet and an
incoming call  packet specifying the same |ogical
channel . The DCE wi 1L proceed with the call
request and cancel the incoming call.

4.1.7 Clearing by the DTE

The DTE may indicate clearing at any tineD(t%é
sending a clear request packet across the DTE
inter face (see paragrth 4.5). The | ogi cal
channel is then in _the DTE clear request state
pb6). When the DCE is prepared to free the
logical channel, it will send a clear confirmation
packet across the DTE/DCE interface specifying the
proper |ogical channel. This logical channel is
then placed in the ready state (pl).

The DCE clear confirmation packet has only

local significance, it does not affect calls
out side the one |ogical channel cleared (such as
end-to-end calls). The tine spent in the DTE

clear request state (p6) will not exceed tine
limt T23 (see Annex D).

It is possible that subsequent to sending a
clear request packet and prior to the reception of
a DCE clear confirmation packet, the DTE W ||
receive other types of packets (depending of the
state of the loglical channel).

) The cal ling DTE may abort a call by clearing
it before it has received a call connected or
clear indication packet.

The cal | ed DTE may refuse an incoming call by
clearing it as described above instead ot sending
a call accepted packet.

4.1.8 Cearing by the DCE

The DCE will indicate clearing by
transnmtting across the DTE/DCE interface a clear
i ndi cati on packet (see 4.5). The |ogical channe]
is then in the clear ‘indication state (p7).
The DTE shall respond by sending a DTE clear
confirmation packet. The 'l ogical channel is then
placed in the ready state (gl).

The action taken by the DCE when the DTE does
not Aﬁonflrm clearing within time-out T13 is given
in nex

4.1.9 Clear collision

Clear collision occurs when a DTE and DCE
simul taneously send a clear request packet and a
cl ear i ndi cation acket specifying the sane
Iljagi cal channel number. Wien thiS happens, the

will consider the clearing conpleted and will
not expect a DTE clear confirmation packet. The
DCE wi 11 not send a DCE clear confirnmation packet.
The logical channel will be placed in the ready
state (pl).

4.1.10

If a call cannot be established, the DCE will
send a clear indication packet specifying the
| ogi cal channel indicate in the call request
packet to the calling DTE

Unsuccessful call

4.1.11 Call progress signals

The DCE will be capable of transferrirg to
the DTE clearing progress signals as specified in
a future docunent (AX.96).

Clearing call progress signals wll be
carried in clear indication packets which wll
termnate the call to which the packet refers.
The nethod of coding clear indication packets
n

containing call progress signals is detailed i
paragraph 6.2.3.

4.1.12 Data transfer state

The procedures for the control of packets
between DIE and DCE while in the data transfer
state are contained in section 4.3 below.

4.3 Procedures for data and .dnterrupt transfer

The data transfer and interrupt procedures
described in the following paragraphs apply
i ndependantly to each |ogical channel assigned for
virtual calls existing at. the DTE/DCE interface.

Nor mal network operation dictates that user
data in data and interrupt gackets are all passed
transparently, unaltered through the network in
the case off acket DTE to packet DTE
communications. he order of bits in data packets
is preserved. Packet sequences are delivered as
complete packet sequences. Diagnostic codes are
treated as described in sections 6.2.3, 6.5.3, and
6.6.1.

4.3.1 States for data transfet

A virtual call logical channel is in the data
transfer state (p4) after conpletion of call
establishnent and prior to a clearing or restart
procedure. Data, interrupt!, flow cControl, and
reset packets may be transmitted and received by a
DTE in the data transfer state of a |ogical
channel at the DTE/DCE interface. In. this state,
the flow control and reset procedures described in
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ply to data transmission on that
to and from the DTE.

call is cleared, data and
be discarded by the network
on, data, interrupt,
) packets transmitted b
will be ignored 'wy the DCE when the logical
channel is in the DCE clear indication state (7}.
It is left to the DIE to define DTE to_B E
protocols able to cope with various possible
situations that may occur.

4.3.2 User data field |ength of data packets

. The standard maxi mum userdata field | ength
is 128 octets.

The wuser data field of
transmtted b¥ a DTE or DCE may contain any number
of octets up 1o the agreed upoh maxi mum {r"%e usefr
dattz% field shall contain an integral er o
octets.

section 4.4 ag
| ogi cal channe

) When a virtual
i nterrupt packets na¥_
(see 4.5). In additi
control, ~and reset

fl ow
a DTE

data packets

nu

If the user data field in a data packet
exceeds the maxinum user data field |ength, the
will reset the virtual call wth the resetting
cause “Local procedure error”.
4.3.3 Deliverv confirmtion bit

. The setting of the Delivery Confirmation bit
bit) is used'to indicate whether or not the DTE
hes’ to receive an end-to-end acknow edgenent of
ivery of the packet with the D bit set, This
nowedgenent |s for data it has transmtted,
the ack now edgenent is made using the packet
recei ve sequence nunber P(R) (see 4.4 "bel ow)lz

The use of the D bitdoes not obviate the
need for a higher |evel protocol between
conmuni catj ng DTEs which may be used jndependant!ly
of the D bit procedure to recover from user of
network generated resets and clearings.

4.3.4

Mre data mark

If a DTE or DCE wishes to indicate a sequence
nore than one packet, it uses the Mre Data
k bit (M bit) as defined bel ow.

The M bit can be set toone in any data
packet. Wien it is set to one in a full data
packet, Or in_a partially full data packet also
carrying the D bit set tQ one, it indiactes that

of
Mar

more ‘data is to follow  Networks supportmg AX 25
w || not perform data packet segnentat ion or
reconbi nation.

A sequence of data packets with every Mbit

set to one except the last one wll be deljvered
as a sequence of data packets with the Mbit set
to one except for the fast one when the original
ackets having the Mbit set to one are either
ull (irres ﬁ:tive of the settl_n([:; of the Dhit) or
partially f% but have the D bit set to one.

. Two catgories of packets, A and B have been
defined as shown in Table 6/AX.25. Tabl e 6/AX.25
also illustrates the networks treatnment of the M

and D bits at both ends of a virtual call.

1 Data packet sent 11 Data packet !
! by sopurce DTE Il rcvd bp the 1
‘! s: destination DTE;
;Category ! M ! D IFull!! M ! D ;
! B !0orl ! 0 ! No!! 0 ! 0 !
! B 1 0 11 ! No !! 0 ! 1 1
! B ! 1 11 ! No ! 1 ! 1 !
! B ! 0 10 ! Yes!! O 1 0 !
! B ! 0 11 ! Yes!l! O ! 1 !
! A ! 1 10 ! Yes!! 1 ! 0o !
! B ! 1 11 ! Yes!ll 1 ! 1 !

o Tabl e 6/AX.25
Definition of two categories of data packets
and network treatnent of the M and D bits

4.3.5 Compl et e packet seguence
. A conplete packet sequence is_defined as
bei ng conposed of a si ng_l e category B packet and
i

all ng category A packets

contiguous precee
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having the exact maximum user data field | ength
with the Mbit set to one and the D bit set to
Zero. All other data packets are category B
packets.

When transmitted by a DTE source, a complete
packet sequence is always delivered to the
destination DTE as a single complete packet
sequence.

The user data field of the |ast packet of the

sequence nmay have |ess than the maximum [ength and
%?AGX I\QSand % bits are set as described in Table

Since the maxi mum user data field lengthis
the sane at both ends, the user data fields of
data packets are delivered to the receiving DTE
exact 1y as they have been received by the network.
If the |ast packet of a conplete packet sequence
transnitted by the source DIE has a data field
less than the maximum length with the Mbit set to
one and the D bit set to zero, hen the | ast
?acket of the. cor placket sequence del i vered
0 the recelving, 1 have t:he Mbit set to
zero.

4.3.6

lete .
TE w

Qualifier bit
A conpl et e packet
two levels. If a DIE wishes to transnit on nore
than level, it uses the Qualifier bit (Q bit).

of data is being sent on
is always set to

sequence may be on one of

\Wien only one |evel |
a logical chanrnel, the Q bit
zero.” If two levels of data are bei ng” sent, the
transmitting DTE should set the Q bit i'n all data
packets of a conplete packet sequence to the same
value, either zero or one. A conplete packet
sequence, which is sent with the Q bit set to the
sane value in all packets, 1s delivered by the
network as a conpl ete packet sequence with the Q
bit set in all packets to the value assigned by
the transmitting DTE.

When the Q bit is not set to the sane val ue

by the transmtting DIE wthin a comp |ete packet
sequence? a network supporting AX.25> will reset
the logical channel with_ the cause “Local
Rrocedure ertror'" -and a diagnostic code of
Inconsistant Q bit setting”.

Recommendation AX. 29 gives an exanple of the
procedures to be used en the Q bitisset to
one.

Packets are nunbered consecutivelz (see
44.11)regardless of their data level (Q bit
setting).

4.3.7 I nterrupt procedure

The interrupt procedure is used to allow a
DTE to transnit data to the renpte DTE w thout
following the flow control procedure applyin§ to
dat a packets (see 4.4). The interrupt procedure
ap?l ies only in the flow control ready state (d1)
wthin the data transfer state (p4).

The interrupt procedure will have no effect
on the transfer and flow control procedures
applying to the data packets on a virtual -call
| ogi cal thannel .

) To transmt an interrupt, the DIE sends a DTE
interrupt packet across the DTE/DCE interface.
The DTE shoul d not send a second DTE interru

t
packet unti| the first one is confirned b Ige
reception of a DCE interrupt comfirmat|on gacket
(see Note 2 to Table C-4/AX.25). After the
Interrupt procedure is conpleted at the renote
end, the I&I wi |l confirm the receipt of the
I nterrupt b_?(hsendl ng a DCE interrupt confirmtion

e
packet

packet. reception of a interrupt
confirmation indicates that the interrupt
has been confirmed by the remte DIE by neans of a
DTE interrupt confirmation packet.

The DCE indicates an interrupt fromthe
renote DTE %send; ng a DCE i nterrupt packet
across the DTE/DCE iInterface which contains the

sanme data field as that in the DIE interrupt
packet transnmtted by the renote DIE. A D
Interrupt packet is delivered at or before the

oint in the data packets stream at ic e DT
nterrupt packet evas gener at ed. yme lb'llll_J qulE



confirmreception of the DCE interrupt packet by
sending a DTE interrupt confirmation packet.
4.4 Procedures for flow control

Section 4.4 only applies to the data transfer

state (p4) and Specifies the procedures coverin
flow control Ofpdata packets and reset on eaclg1
| ogi cal channel used for a virtual call.

4.4.1 Fl ow Control

The transnission of data packets across a
DTE/DCE interface of a |ogical channel in a
virtual call is controlled Separately for each
direction, and is based on authorization from the
recel ver.

) also allows a DTE to limt
rate at which it accepts packets across
DTE/DCE interface, noting that there is also
net wor k- dependant 1imit on the nunber of packe
V\hlllch may be within the network for the virtu
call.

4.4.1.1 MNunbering of data packets

Each _data packet transferred across the
DTE/DCE inter face for each direction of
transmission in a virtual call is nunbered
sequential ly.

.. The sequence_numbering scheme of the packets
is in nodule 8. The packet sequence numbers cycle
through the entire range from zero to seven. ~ The
gacket_ sequence nunbering scheme is the sane for
oth directions of transmssion and is common for
all logical channels at the DTE/DCE interface.

Only data packets contain this sequence
nunber, Wwhich is called the packet send sequence
nunber P(S)

. The first data packet sent across the DTE/DCE
interface for each direction of data transm ssion
when the |0§ical channel has '1ust entered the flow
control ready state fdl), wil1l have a packet send

sequence number equal to zero.
4.4.1.2 Wndow description
For each direction of a data transmi ssion

over a virtual call |ogical channel, a w ndow is
defined as the ordered Set of W consecutive packet

Fl ow control

—

send sequence nunbers of he data packets
aut horized to cross the interface.

The | owest sequence nunber in the wndow is
referred to as the |ower edge. Wen a virtual
call at the DTE/DCE interface has just entered the

flow control ready state (dl), the w ndow related
to each direction of data transmission has a | ower
wi ndow edge equal to zero.

The packet send sequence nunber of the first
data packet not authorized to cross the interface
is the value of the | ower w ndow edge plus W
(modul e 8).

. The standard wi ndow size Wis 2 for each
direction of data transm ssion at the DTE/DCE

interface.
4,.4,1.3 Fl ow control principles

Wien the sequence nunber P(S) of the next
acket to be sent_qby the DCE is within the w ndow,
he DCE is authorized to transmt this data packet
to the DTE.  Wien the sequence nunber Pﬁ]s) of the
next data packet to be transmitted by the [
outside of the w ndow, the DCE shall “not tranlslmt

The DTE should follow

a data packet to the DTE.

thi's same procedure.

When the sequence number P(S) of the data
packet received by the DCE is the nhext in sequence
and is within the w ndow, the w | acc_eRI the
data packet, A received data packet contaihing a
P(S) that 1s out of sequence (such as when there

IS a gap in the received P(S) nunbering, or a
dupl i cate P(S) nunber), out of wi ndow, “or not
equal to zero for the first data packet after
entering the flow control rea]dy state (dl) is
considered by the DCE as a |ocal “procedure error
T will reset the virtual call (see 4.4.3).

he DCE
The DTE should fol low the sane procedure.
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A nunber (nodul o Sr)' referred to as a packet
recei ve sequence nunber P(R), conveys across _ the
DTE/DCE interface information fronm the receiver
for the transm ssion of data_ packets. Whe
transmitted across the DTE/DCE interface, a P(RS\
becomes the | ower w ndow edge. In tr(le?J way,
addi tional data packets may be authorized by t?,'e
receiver to cross the DTE/DCE interface.

The packet receive sequence nunber, P(R), is
conveyed in data, receive ready (RR), and receive
not ready (RNR) packets.

~The value of a P(R) received b
be within the range from the Iast P?R
t he up to and including the packet send
sequence nunber of the next data packet to_be
transmtted by the DCE. O herw se, the DCE will
consi der the reception of this P(R as a procedure

error and wWill reset the virtual call. The DIE
shoul d foll ow the same procedure.

The receive sequence number P(R)

the DCE nust
) received by

is less than

or equal to the next data packet sequence nunber
expected, and inolies that the DIE or
transmtting P(R) has accepted at least all data
packets nunmbered up to and including P(R)-1.

4.4.1.4
When

Delivery confirmation

‘the D bit is set to zero in a data
?acket havi ng P&S) equal to p, the significance of
he returned” P(R)" corresponding to thé data packet
(ex. P(R)=p+1) i's a local

updating of the w ndow
across the packet level interface so that the
achi evabl e throughput is not constrained by the
DTE-t o- DTE round

rip delay across the network(s).
When the D bit is set to one in a data packet
having P(S)=p, the significance of the returned
P(R) corresponding to that data packet (ex.
P(R)=p+1) is an indication that a P(R) has been
received from the remote DTE for all data bits in
the data packet in which the D bit had originally
been set to one.

. Wen a DTE receives a data packet with the D
bit set to one, it should transmt t he
corresponding P(R) as_soon as possible in order to
avoi d the POSSI bility of deadl ocks (w thout
wai ting for further data packets). A data, RR, or
RNR packet may be used to conveg the P(R) (see
Note to 4.4.1. 3) Li kew se, the DCE is required
to send P(R) to the DIE as soon_as possible after
It is received fromthe renote DTE

) In the case where a P(R) for a data packet
with the D bit set to_one i's outstanding, the
updating of the window will be deferred for

subsequent data packets with the D bit set to
zero.

4.4.1.5 DTE _and_DCE receive ready (RR) packets

.. RR packets are used by the DTE or DCE t
indicate that it iIs ready to receive W dat
packets within the w ndow startin%eWIth P(R)
where P(R) is indicated in the RR paclet.

(0]
a

4.4.1.6 DTE and DCE receive not ready (RNR)

pack-
RNR packets are used by the DTE or DCE to

indicate a tenporary inability to accept
addi tional data packets”for a given virtual cal.
A DTE or DCE receiving an RNR packet shal]| StOY

transmitting data packets on the indicated logéga
channel , but the w ndow is updated by the P(R)
val ue of the RNR packet. The receive not ready
condition is cleared by the transmssion in the
sane direction of a %R packet or by a reset
procedure being initiated.

The transnmission of a RR packet after a RNR
packet at the packet level is not to be taken as a
demand for retransm ssion of packets which have
already been transnitted.

The RNR packet may be used to convey across
the DTE/DCE i nterface the P(R) val ue corrésponding
to a data packet which had thé D bit set to one in
the case that additional data packets cannot be
accept ed.



4.4.2 Through put characteristics and
Tthroughput classeés -

_The attainable throughput on virtual calls
carried at the DITE/DCE jnterface may vary due to
the stastical sharing of transm ssion and switch
resources and is constrained by:

1) the access line characteristics, |ocal w ndow
size and traffic characteristics of other
,Ic%glfcal channels at the local DTE DCE
I nterface;

2) the access line characteristics,. |ocal w ndow
size and traffic characteristics of other
I ogical channels at the renote DTE DCE
interface, and;
3) the throughput achievable on the virtual
i ndependant of

call throu% the network(s)

interface characteristics including number of
active |ogical channel's. This throughput  ma
be dependant on network Serviceé

characteristics such as w ndow raotation
mechani sns and/ or optional user facilities
request ed on national.international calls.

The attainable throughput will also be
affected by:
1) the receiving DTE flow controlling tke DCE

2) the transnitting DTE not sendin% dat a Packets
which have the maxi mum data field |ength;

3) the local DTE/ DCE wi ndow and/or packet sizes,
and

4)the use of the D hit.
A throu%hput class for one direction of

transmssion 1is an inherent characteristic of the
virtual call related to the ampunt of resourﬁ:.es

allocated . to this virtual call. ~—_ This
characteristic is nmeaningful when the D bit is set
to zero in data packets. It is a neasure of the

throughput that is not nornally exceeded on the
virtual call. However, due to the statistical
sharing of transmssion and swtching resources,
it Is not guaranteed that the throughput class can
be reached "100% of the tine.

_Depending on the network and the applicable
conditions at "the considered noment, the effective
throughput may exceed the throughput class.

The definition of ,through;f>ut %I ass as a grade
of service paraneter is fof further study. ~ The
grade of service mght be specified when the D bit
I's set to zero or over a tine period between the
conpletion and initiation of successive D bit
procedures.

The throughput class can only be reached if
the following conditions are net:

a) theaccessdata |inks of both ends of a
virtual call are engineered for the
t hroughput cl ass;

b) the receivi nﬁ DIE is not flow
controllin% the DCE such that the
ass is not attainable;

=3

t hroughput ¢

¢) the transmtting DTE is sending data
gackets whi ch have the maxi num data
ield l'ength, and;

d) all data packets transnmtted on the
virtual call have the D bit set to zero.

The throughput class js expressed in hits per

second, At the DIE/DCE inter face, the maximm

Id length is specified for a virtual call,

and thus the t hroughput class can be interpreted

the DTE as the nunber of full data packets per

secogd that the DTE does not have a need to
exceed.

) The default throughput classes for both
directions of transmssion correspond to the user
class of service of the DIE (see 7.4.2.6) but do
not exceed the maximum throughput class supported
by the network.

) The summation of throug&put classes of all
virtual calls supported at a DIE/DCE interface may

be greater than the data transmission rate of the
access line.

4.4.3 Procedure for reset

The reset Erocedu,re is used to re-initialize
the virtual cal.lt, and in so doing renpves |n each
direction all data and Ime”u% packets which ma
be in the network (see 4.5). en a virtual cal{
at the DTE/DCE interface has ‘J ust been reset, the
wi ndow related to each direction of data
transm ssion has a |ower w ndow edge equal to
zero, and the nunbering of subsequent data packets
to cross the DTE/DCE interface for each direction
of data transmssion shall start from zero.

The reset procedure can only apply in the
data transfer state (p4) of the DTE/DCE interface.
In any other state, the reset procedure is
abandoned. As an exanple. when a clearing or
restarting procedure Is Initiated, reset requested
and reset indication packets can be Tleft
unconfirmed.

For flow control, there are three states (dl,
d2, and d3) within the data transfer state (p&4).
They are flow control ready (dl1), DTE reset
request (d2), and DCE reset. indi cafion (d3) as
shown in the state diagramin Figure B-3/AX.25.
When entering state p4, the |ogical channel is
placed in state dl. ~“Table B—42AX. 25 specifies
actions taken bB the DCE on the reception of
packets from the DTE

4.4.3.1 Reset request packet

The DTE shall indicate a request for reset by
transmtting a reset request packet specifying the
|ogical channel. This places the |ogical "~ channel
in"the DIE reset request state (d2).

4.4.3.2 Reset indication packet

The DCE shall indicate a reset sending to the
DTE a reset indicatjon packet specifying the
| ogi cal channel and the reason for the resetting,
Thi's pl aces the |Ogica1 channel in the DCE reset
indication state (d3). .In this state, the DCE
V\nlkltlgnore all data, interrupt, RR and RNR
packet s.

4.4.3.3 Reset Col lision

) Reset collision occurs when a DTE and a DCE
simultaneously transnit a reset request packet and
a reset indi‘cation packet specifying the sane
||)88| cal channel. Under these circumstances the
CE wi || consider the reset conmpleted. The DCE
will not expect a DTE reset corfiirmation packet
and wll not transfer a reset confirmation
Packet. This places the Io§ica1 channel in the
low control ready state (dl ).

4434 Reset confirmation packets

Wien the |ogical channel is in the DTE reset
request state (d2) the DCE will confirmreset by
sending to the DTE a reset confirnmation
gacket. This places the o§1cal channel in the
Iow control ready state (dl )

~ .The reset confirmation packet has only local
significance. The tinme spent in the DTE reset
request state (d2) will not exceed time limit T22
(see Annex D).

~_ Wen the
indication sta
by transmt
confirmation pac
channel in the fl
actjon taken by
confirmthe rese
Annex D.

4.5 Effects of clear, reset and restart
procedures on the transfér of packets

All data and interrupt packets generated bg a
DTE gor the network) before initiation by the DTE
or the DCE of a clear, reset, or restart “procedure
at the logical interface will either be delivered
to the renote DTE before the DCE transnits the
corresponding indication on the renote interface,
or be discarded by the network.

ical cahnnel is jn the DCE reset
(d3), the DTE will confirmreset
g to _the DCE a DTE rese}
et. This places the | ogica
ow control readx state (dl). The
the DCE when the DTE does not

thin time-out T12 is given in

g

—_.
—DO
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No data or |nterrugt packets generated by a
DTE §0r the network) afier the cornpletion a
resel procedure at "the local inter face wll be
delivered to the remote DTE before the conpletion
oftthfe corresponding reset procedure at the remte
interface.

Wien a DTE initiates a clear, reset, or
restart procedure on its local interface, all data
and |nterru%t packets which were %enera ed by the
renote DIE (or  the network’) before " the
corresponding indication is transmtted to the
renote DTE wWill be either delivered to the
initiating DTE before DCE confirmation of the
initial clear, reset, or restart request, or be
di scarded by the network.

. The maxi mum nunber of packets which may be
discarded 1s a function of network end-to-end
del ay and throughput characteristics and, in
eneral, has no relation to the local w ndow size.
or virtual calls on_which all data packets are
transferred wth the D bit set to one, the maxi mum
nunmber of packets which nmay be discarded in one

rection of transm.ssion is not |arger than the
ndow size of the direction of transm ssion.
6

Effect of physical and link level failures

di
w

4.

Wen a failure on the p_h?/smal and/or |ink
level is detected, the DCE Wil transmt to the
renote end a clear with the cause "CQut of order”
for each existing virtual call.

. During the failure, the DCE will clear an¥
incomng virtual calls with the cause "Qut o
order” and a diagnostic code of "Call setup or
clearing problent.

Wien the failure is recovered on the physical
and link levels, the restart procedure w1l ‘be
auctioned (see 3.5)

5 Datagram SerVvice

At this tine,
available in AX 25.

datagram service is not

3.29



